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Abstract

Nowadays information systems are being shifted to distributed architectures to
obtain the benefits like scalability, autonomy, and faulty-tolerance. Since peer-
to-peer (P2P) systems are open world systems differently from other systemslike
cloud computing model, a huge number of computers and various types of com-
puters with P2P application are interconnected in large-scale P2P overlay net-
works lying on the top of underlying physical computer networks like the I nternet
Protocol (IP) network. Except centralized or hybrid P2P systems, there is no cen-
tralized index server which controls the whole P2P system, and the peers which
represent the individual computers in the P2P system, autonomously take actions
and cooperate with each other to realize their purpose such as file sharing, build-
ing distributed storage, instant messaging, realizing distributed computation, con-
tents delivery, cooperative work, and so forth. Because of the nature of the P2P
systems, it is difficult for every peer to figure out what kinds of information are
distributed to what peers, what kinds of peers exist in P2P overlay networks, and
what kinds of relations among peers are. In addition, malicious peers and faulty
peers like a crash-faulty peer can join and leave a P2P system without being au-
thenticated and authorized. Thisrises a question on how each peer to trust atarget
peer in the P2P systems. Therefore efficient and reliable synchronization methods
are required to be supported in order to achieve the cooperation among peers in
the P2P systems. The P2P system is a disruptive technology for deploying ap-
plications that scale to millions of simultaneous participants. Because each user
contributes computer and networking resources, it offers a low-barrier-of-entry
platform with high scalability. Extensionsto the basic model could offer different
grades of service as well as address limitations of the basic model. These limita-
tions are due to the decentralized character of the overlay and the unreliability of
the peers. As disruptive technology, P2P systems raise important questions about
the long-term impact on other approaches for video delivery, telephony, and other
information delivery services. In addition, P2P applications to date have been pri-



marily adopted in the consumer space. Requirements for further growth such as
manageability, security, or ability to generate revenue may in the near term require
hybrid variations of the basic model. The ability to incorporate reliable and secure
transactionsis still nascent.

An agreement or consensus procedure is one of the most essential partsin our
daily life. In our history, many astonishing achievements are done by the col-
laboration of many peoples, like the pyramids in Egypt. In order to achieve the
collaboration, we need agreement procedures for a group of multiple participants
to support it, and that is why it is essential in our daily life. Without exception
in computer world, we can find many footprints of agreement procedures in ba-
sic and important parts of the information systems. For example, the two-phase
commit protocol (2PC) in transaction processing, distributed database systems,
and computer networks. The two-phase commit protocol (2PC) is a typical type
of an atomic commitment protocol. It is a distributed algorithm that coordinates
all the processes that participate in a distributed atomic transaction on whether
to commit or abort (roll back) the transaction. The 2PC protocol is a special-
ized type of consensus protocol. Following the transformation of the information
systems from the traditional centralized client-server models to the decentralized
distributed models like P2P systems, how to achieve the agreement procedure in
fully distributed environment become a question to us to be solve. In human so-
cieties, participants make an agreement in more flexible and efficient ways. For
example, participants can change their mind in the agreement procedure. In this
dissertation, we first introduce the novel relations among values which each peer
can take from a given domain, existentialy (E-) and preferentialy (P-) precedent
relations, which describe the relations between values in the domain of a peer.
If a peer can take a value b after taking a value a, the value a E-precedents the
value b. Suppose a peer can take a pair of values a and b after taking value c, if
the peer prefers the value a to the value b, it denotes the value a P-precedents the
value b. Based on the precedent relations, we discuss the flexibl e agreement proto-
col. Then, in order to improve the efficiency of the agreement protocol, we newly
introduced the concept of obtainable cuts, which is a set of values which are ex-
changed by the participants during the agreement procedure and also satisfies the
agreement condition. In addition, by defining the forward and backward strategies
and history of values which each peer has so far taken, we introduces an efficient
way to discover the obtainable cutsin the history of peers, ultimately improvesthe
overall performance of the agreement protocol. By introducing the multi-value ex-
change (MVE) scheme, the time spent for acomplete agreement procedure can be
significantly reduced, therefore the efficiency of agreement protocol is improved.
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In order to achieve the agreement procedure in a fully distributed system, many
problems hasto be solved, for example, how to exchange information among par-
ticipants, how to detect the agreement condition being satisfied through out the
network and so on. As one of the most important steps of the agreement proce-
dure, the message exchange phaseisin charge of delivering and collecting infor-
mation from all participants in the group. To realized the distributed agreement
procedures, reliable message exchange protocols among peers are required to be
realized as the most important phase of the whole procedure. In order to achieve
our goa which isrequired to efficiently and reliably realize agreement procedure
in afully distributed system, we newly proposed a trustworthiness-based broad-
cast (TBB) agorithmsin addition to the multi-value exchange (MVE) scheme. In
this dissertation, we show our approach to designing and realizing the agreement
procedure in afully distributed system. The evaluation results show that by using
our proposed trustworthiness-based (TBB) scheme, totally 22 percentage of the
unnecessary message broadcast can be reduced in the network compared with the
multipoint relay algorithm and pure message flooding. Furthermore, a message
can be delivered to every peer in presence of faulty peers. By improving the ef-
ficiency of the message exchange phase of the protocol, we improved the overal
performance of the agreement protocol.

The concepts, algorithms, implementation, and evaluation of the agreement
protocol discussed in this dissertation can be not only theoretical but also practical
foundation to design and devel op various of applicationson P2P overlay networks.

Keywords. Peer-to-Peer (P2P) overlay network, Agreement protocol, Consen-
sus problems, Trustworthiness, distributed systems.
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Chapter 1

| ntroduction

1.1 Peer-to-peer (P2P) overlay networks

1.1.1 Background

Traditional information systems have been realized in client-server systems (CSSs).
A CSS is composed of a server, a process which supports client with some ser-

vice for applications, and a client which is a interface between applications and

servers. During issuing requests to servers, application programs (APs) are per-

formed on clients and application servers in 2-tier and 3-tier CSSs, respectively.

On receipt of requests from APs on clients/application servers, the requests are

performed on servers and then responses of the requests are sent back to the APs.

Here, each computer can play on role of client, application server, and database
server. In the CSS, al clients access a centralized serer like a database server

since data is stored in the server. Consequently, the server might be performance
bottleneck dueto the heavy traffic and furthermore asingle point of failure. More-

over, servers cannot meet every user’s requirements since varioustypes and ahuge
number of computers are interconnected in CSSs.

According to the advance of computer and network technologies and varieties
of applications, information systems are now being shifted to peer-to-peer (P2P)
systems from CSSs. Various types of applications and businesses can be cost-
effectively realized in the P2P systems. Here, due to the fact that systems or
applications are called “peer-to-peer” not because of their internal operation or
architecture, but rather as the result of how they are perceived externally, there are
number of different definitions on “peer-to-peer”, that is there may not general
agreement on what is and what is not “peer-to-peer”. On the web [1], “peer-to-
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peer” systems have been defined as a class of applications that takes advantage of
resources-storage, cycles, content, human presence-available at the edges of the
Internet. Thisdefinition includes systemswhich rely upon centralized servers and
systems on the field of Grid computing [2, 3]. The difference between P2P and
Grid computing is often discussed, but it is beyond the scope of this dissertation
to discuss the difference.

In a P2P system, each process on computersis a peer process which can pro-
vide the same service. A group of peers on computers are cooperating to achieve
some obj ectives by exchanging messages. Each peer is often called servent which
is the compound word of SERVer and cliENT since the peer can play any role of
client, application server, or database server. Resources, indices which indicate
locations of the resources, and load on a server in a CSS are distributed to peers
interconnected in a network of peers. The network is formed on the top of the
underlying physical computer network and is thus referred to as a P2P “ overlay”
network [4, 5]. Connection between peers in a P2P overlay network is a virtual
or logical link. Even if a source peer does not know an IP address of a destina-
tion peer, a message from the source peer can be delivered to the destination peer
through a P2P overlay network.

A P2P overlay network is characterized by scalability, i.e. a huge number of
peers are connected to the overlay network, stateless infrastructure, i.e. network
topology is dynamically changed since every peer can join/leave the overly net-
work whenever the peer would like to, open world, i.e. any kind of computer with
aP2P application can join the overlay network, robustness, i.e. a P2P system does
not have a single point of failure because the system does not depend on servers,
and, ad-hocracy, i.e. every peer autonomously operates.

1.1.2 P2P overlay networks

Peersin P2P applications communicate with other peers using messages transmit-
ted over the Internet or other types of networks. The protocol for a P2P application
isthe set of different message types and their semantics, which are understood by
all peers. The protocols of various P2P applications have some common features.
First, these protocols are constructed at the application layer of the network pro-
tocol stack. Second, in most designs peers have a unique identifier, which is the
peer ID or peer address. Third, many of the message types defined in various
P2P protocols are similar. Finally, the protocol supports some type of message-
routing capability. That is, amessage intended for one peer can be transmitted via
intermediate peers to reach the destination peer.

2



To distinguish the operation of the P2P protocol at the application layer from
the behaviour of the underlying physical network, the collection of peer connec-
tionsin a P2P network is called a P2P overlay. While their host is connected to
the overlay, each end user shares in the cost of operating the overlay. This cost
sharing by the participants lowers the barrier of entry to overlay providers. The
low barrier of entry means that little hardware or network investment is needed to
launch a P2P application.

The practice of overlay networks predates the P2P application ear. For exam-
ple, protocols used in Internet news servers and Internet mail servers are early ex-
amples of widely used overlay that implement important network services. These
specialized overlay networkswere devel oped for various reasons, such as enabling
end-to-end network communication regardless of network boundaries caused by
network address tranglation (NAT).

Another important reason for the use of overlaysis to provide a network ser-
vice that is not yet available within the network. For example, multicast routing
is a network service that to date has been only partially adopted on the Internet.
Multicast routing enables a message sent to a single multicast address to be routed
to all receivers that are members of the multicast group. Thisis important for re-
ducing network traffic for one-to-many applications such as video broadcasting
or videoconferencing. Since multicast routing is not universally supported in In-
ternet routers, researchers devel oped an application layer capability for multicast
routing called application layer multicast (ALM) or overlay multicast (OM).

Finally, other examples of network services that can be supported using an
overlay include secure delivery of packets, trust establishment between arbitrary
endpoints, anonymous message delivery, and censorship-resistant communica-
tions. Such servicesareincompletely provided in today’s I nternet and can be more
rapidly delivered using an overlay network because application layer features do
not require network hardware upgrades.

1.1.3 Principles of the P2P paradigm

A peer-to-peer overlay isadistributed collection of autonomous end-system com-
puting devices called peers that form a set of interconnections called an overlay
to share resources of the peers such that peers have symmetric rolesin the overlay
for both message routing and resource sharing. The P2P overlays has following
paradigm: self-organization, role symmetry, resource sharing, scalability, peer au-
tonomy, and resiliency.

The peers self-organize the overlay. Self-organization is a characteristic of
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many physical and social systems such that the organization of the system in-
creases without being controlled by an encompassing agent or the environment.
An overlay network design that is consistent with self-organization would not use
a star topology or a broadcast topology to operate the peers or form the overlay.
Self-organization means that peers cooperate in the formation and maintenance
of the overly, with each peer using local state and partial information about the
overlay.

The peers have symmetric roles. In contrast to client/server computing, where
theroles of the endpoints are /textitasymmetric, peers are functionally equal. Any
peer can store objects on behalf of other peers, support queries, and perform rout-
ing of messages.

Peer-to-peer overlay are highly scalable. Several P2P applications operate
today with millions of peers participating. An important dimension of scalability
is the ability to operate the P2P overlay as the size grows by 100 times or more.
Scalability means that the network and computing resources used at each peer
exhibit a growth rate as a function of overlay size that islessthan linear.

Peers are autonomous. Each peer determines its capabilities based on its own
resources. Each peer also determines when it joins the overlay, what requests it
makes to the overlay, and when it leaves the overlay.

A P2P overlay provides a shared resource pool. The resources a peer con-
tributes include compute cycles, disk storage, and network bandwidth. There are
minimum resource contribution threshold for a peer to join the P2P overlay. Each
peer’s resources are used to support the operation of the overlay and provide ap-
plication services to other peers.

Peer-to-peer overlays are resilient in the face of dynamic peer membership.
Since peers have an incomplete view of the overlay topology and peer member-
ship, the overlay depends on intermediate peersto forward messagesto the correct
region of the overlay. When peers leave or join the overlay, the routing paths are
affected. The overlay graph structure or geometry contributes to resilience by
enabling connectedness in the topology despite peer of endpoints.

The principles of P2P overlays are generally not completely satisfied in any
single system. Hybrid P2P systems may relax one of more these design goals.
Some systems use central servers to authenticate peers, after peers are authenti-
cated, the overlay itself operates without the central server.



1.1.4 Classification

P2P architectures are categorized in terms of a level of overlay network central-
ization, and P2P overlay networks are categorized in terms of a level of overlay
network structure, respectively [5]. There are three types of P2P architectures,
i.e. hybrid decentralized, purely decentralized, and partially centralized ones,
and there are three types of P2P overlay networks, i.e. unstructured, structured,
and loosely structured ones, respectively.

e Overlay network centralization

- Hybrid decentralized: A CSS (thereisacentralized server managing
the whole P2P system by maintaining directories of information of
file locations) and a P2P system (files are transferred with end-to-end
communication) are mixed.

- Purely decentralized: There is no centralized server, and all peers
provide the same service and act as both serversand clients. The peers
are called servents.

- Partially centralized: The basic concept is same as the purely decen-
tralized architecture. However, several peers, called superpeers, have
a more important role, e.g. a superpeer manages index information
of its normal peers and acts as a bridge/gateway between the normal
peers.

e Overlay network structure

- Unstructured: A file location depends on a topology of an overlay
network, so an efficient look-up protocol is needed, e.g. flooding al-
gorithm.

- Structured: Topology of an overlay network is controlled, and afile
location is precisely specified.

- Loosely structured: An overlay network structure is in between un-
structured and structured networks, and a file location is not com-
pletely specified.

In this dissertations, we aim at discussing a efficient and flexible agreement
protocol in adecentralized and unstructured P2P system.



1.1.5 Applications

A definition of a P2P application has been proposed by Dave Winer [6]. P2P
applications have the following characteristics:

User interfaces do not run in aweb browser.

Each computer can act as both servers and clients.

Itis easy for users to manipulate and implement a system.

Tools for creating users own content and additional functionality are in-
cluded.

Users can create or join a P2P community.
e A system does something new or exciting.

e Cross-network protocols such as XML-RPC and SOAP are supported.
We point to the following applications as an example of a P2P application:

e File sharing system: Napster [7], Gnutella [8], WinMx, LimeWire [9],
Kazaa[10], Bearshare, Morpheus, eDonkey, BitTorrent, Ares Galaxy, iMesh,
etc.

e Distributed storage: Freenet [11], Free Haven [12], Distributed Hash Tables
(DHTS9) [13, 14, 15, 16, 17, 18], €tc.

e Instant messaging: P2P Messenger, |CQ [19], Jabber [20], Skype, etc.

e Distributed computation: OceanStore [21], SETI@home (search for extra
terrestrial intelligence at home) [22], HyperBeg, etc.

e Contents delivery service: Akamai, Kontiki, Peercast, Streamer P2P radio,
Dijjer, etc.

¢ Network game: Diablo, Age of Empire, etc.

e Cooperative work: Groove Workspace, etc.



1.2 Agreement protocols

1.2.1 Background

The agreement procedure or consensus making are the most basic and essential
process in our human society. Since people are living in a unit of group, from
the ancient time the agreement procedure are needed in order to achieve some
objectives. For example, in the ancient times when our ancestors go for hunting,
before begin the hunt they have to make sure every ones position and role on the
hunt and other things like who will attack first who is the leader of the team and
how to bring the prey to home after catch it and so on. Each of these decisions
are the outcome of a agreement procedure. In addition, some of the most stunning
architectures in our world like the pyramid in Egypt also shows the importance
of the agreement procedure, without collaboration of the million of people it is
impossible to construct project like pyramid. In order to do collaboration, the
agreement procedure are needed.

Nowadays information systems are being shifted to distributed architectures
to obtain the benefits like scalability, autonomy, and faulty-tolerance. Follow-
ing the transaction from centralized systems to the decentralized one, distributed
agreement protocol are considered as a successor for the traditional centralized
agreement protocols.

1.2.2 Classification

According to the structure of the systems, the agreement protocols can classify
into following two groups:

e Centralized systems.
e Decentralized systems.

In centralized systems, like two-phase commit protocol [57] in transaction
processing, databases, and computer networking. It is a distributed algorithm that
coordinates all the processes that participate in a distributed atomic transaction
on whether to commit or abort (roll back) the transaction. The characteristic of
the system is that a coordinator in the system collects and make the final decision
on the agreement value, so that whole system is centralized controlled by the
coordinator.



In decentralized systems, there are no centralized control in the system. There-
fore, this kind of systems can archive high reliability and scalability, but on the
same time the problems like efficiency and trustworthiness has to be concern.

Nowadays, the traditional centralized systems are being shifted to decentral-
ized one. Decentralized systemsin systemstheory are naturally occurring, usually
self-regulating systems found which function without an organized center or au-
thority. A system that is decentralized lacks a nuclear body or center of control,
and is commonly composed of many components which work in unison, and to-
gether form a stable structure. Such systems can be found in society as well as
in nature. For example, a market economy is a system formed by human trade
and business. Therefore, the traditional centralized agreement protocols are trans-
forming into decentralized agreement protocols. On the other hand, to improve
and solve the problems rises with the decentralization like trustworthiness among
peers and efficiency of the system in terms of the message broadcasting in the
system has to be consider and new algorithms are needed.

1.3 Overview of thisdissertation

The rest of the dissertation is organized as follows. In chapter 2, we present the
trustworthiness concept on peer-to-peer (P2P) overlay networks. In chapter 3, we
introduce the basic agreement procedure and different strategies to make agree-
ment among peer processes. In chapter 4, we discuss distributed agreement pro-
tocols with difficulty to achieve the agreement within given group of peers. We
also discuss two novel algorithms to improve the efficiency and reliability of the
agreement protocol. In chapter 5, we show the evaluation result of the proposed
algorithms. In chapter 6, we conclude this dissertation and suggest some areas for
future research.



Chapter 2

Trustworthiness

In a fully distributed, unstructured peer-to-peer (P2P) overlay network, there is
no centralized coordinator like centralized index [7] and super peer [10], A peer
process (peer) p; iscooperating with another peer p; by not only exchanging mes-
sages but also remotely manipulating objects in p;. There are many discussions
on how to detect a target peer which holds an object like flooding algorithms
[25, 28, 8, 35, 32, 33, 17, 38]. A peer has to manipulate a target object in addition
to detecting the target object. Only a peer which is granted an access right (per-
mission) is alowed to manipulate the target object in an authorized way. Peers
are classified into holder peers where an object o is stored, manipulation peers
which are allowed to manipul ate the object o, and authorization peerswhich can
grant access rights of the object o to other peers[34, 35].

In afully distributed P2P overlay network, each peer has to obtain service in-
formation on what peers support what types of service through communicating
with its acquaintance peers. A peer may leave and join the network and obtain
new service by downloading and removing files. Another peer might be faulty.
Service changes of peers are propagated to peers through peer-to-acquaintance
communications. It takes time to propagate the service change information in
the network. Hence, a peer might hold obsolete service information. Here, it is
critical for each peer to recognize which acquaintance istrustworthy on servicein-
formation. There are subjective and objective types of the trustworthiness of each
acquaintance. In the subjective approach, a peer obtains a trustworthiness opinion
of an acquaintance by communicating with the acquaintance. A peer issues an ac-
cess request to an acquaintance and then receives a reply from the acquaintance.
If the reply satisfies the access request, the peer perceives the acquaintance to be
more trustworthy. On the other hand, a peer obtains the trustworthiness opinions



of an acquaintance from other peers in the objective approach. The more trusted
an acquaintance is, the more trustworthy the acquaintance is perceived to be. This
is similar to the traditional reputation concept [37]. In this paper, we newly dis-
cuss the trustworthiness concepts based on the con fidence of each peer. Theless
confident of its own subjective trustworthinessthe peer is, the more significant the
objective trustworthiness opinions of other peersis. If the peer is more confident
of its own opinion, the peer only takes trustworthiness opinions of acquaintances
which the peer knows well and whose opinions are similar to its own opinion. A
most confident peer takes only its own opinion. There are some varieties between
them. We discuss types of the objective trustworthinessin this paper. In addition,
we discuss how a peer takes the types of trustworthiness based on the confidence.

2.1 Acquaintances

In P2P overlay networks, applications have to not only detect target objects[24, 7,
32, 8, 33] but also manipulate the objects. Even if a target object is detected, the
object cannot be manipulated if the requesting peer is not authorized. An access
right isspecified inaform (o, op) for an object o and amethod op [27]. An access
request to manipulate an object o in amethod op is aso written in aform (o, op)
aswell. A peer is allowed to manipulate the object o in the method op only if an
accessright (o, op) is granted to the peer.

A pair of peers p; and p; are requesting and requested peers, respectively, if
p; 1ssues an access request to the other peer p,. A holder peer p holds an object o
(written as p | 0). A manipulation peer p can manipulate an object o in a method
op (p F=op 0), 1.€. p isgranted an access right (o, op). An authorization peer p
can grant an access right (o, op) to another peer (p -, 0). A peer p isa serving
peer of an access request (o, op) (p O, 0) iff p | 0, p =4y 0, OF p -, 0. Service
supported by a peer is specified in aform (o, [J, op). For example, a manipulation
peer p |=,, o supports a type of service p; (= (o, =, op)). If apeer p receives a
request (o, op) for manipulating an object o in amethod op from an application, p
issues an access request (o, [, op) to an acquaintance p;. For example, if p; knows
p; holdsan object o (p; | 0) and p isnot granted an accessright (o, op), p asksp; to
grant (o, op), i.e. issues (o, -, op) to p;. An acquaintance peer p; of a peer p with
respect to a service type p (= (o, O, op)) (p—(p:d,,0)) is a peer which p knows
about service p, i.e. p;,,0 or p;, hasan acquaintance p; (p;—(p;U,,0). Here, p; is
adirect acquaintance of p with respect to aservicetype (o, O, op) iff p,0,,0. p; is
an indirect acquaintance of p iff p; does not support the service (o, [J, op) but has
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an acquaintance py, (pr—(p;0.p0)). However, p may not be an acquaintance of p;
evenif p; isan acquaintance of p. A friend peer p; of apeer p; isan acquaintance
of p; withwhich p; can directly communicate. If p; isafriend of p;, p; isassumed
to be afriend of p;.

In order to get a friend of another peer p;, a peer p; has to not only know a
type of service of p; but also communicatewith p;. If p,; allowsp; to communicate
withp;, p; isafriend of p;. Let V (p;, p) be aset of acquaintances of a peer p; with
respect to aservice type p (= (o, O, op)), i.e. {p; | pi = (p; Oy 0)}. A peer pis
referred to as directly satisfy an access request (o, [J, op) if pO,,0. p isreferred to
asindirectly satisfy (o, [, op) if p—(p;[J,,0). p satisfies an access request (o, [,
op) if p directly or indirectly satisfies (o, (J, op ). Otherwise, p is not satisfiable
for (o, O, op). For example, suppose a peer p; asks an acquaintance p; to detect
anobject o, i.e. (o, |, -). If the acquaintance p; holds o, p; satisfies (o, |, -). Next,
consider an access request p = (o, |=, op), i.e. p; would like to manipulate an
object o in a method op. a;;j(p) = 1 if an acquaintance p; manipulates o in the
method op. Otherwise, a;;(p) = 0.

Each peer includes its service information in access requests and responses
which the peer sends. A peer p sendsaquery request (o, 7, op) to an acquaintance
p; to get what type of service on o and op p; can support to p. On receipt of the
query, the acquaintance p; sends an answer (p;, o, J, op) to p if p;,00,, 0. If p;[,,0
but p,—(p; O, 0), p; Sendsan answer (p;, o, [, op) to p. On receipt of the answer
(pr, 0 O, op) fromp;, p stores (p, o [, op) in the database D B; Unless p; supports
(0,0, op), p; sends (p;, o, _, op) to p. Suppose a peer p; loses service (o, [, op).
The peer p; sendsaloss message (p;, o, [, op) toits acquaintances. On receipt of
the loss message (py, 0, [J, op), the peer p removes (py, o, [, op) from D B;. Here,
p sends a loss message (px, o, [J, op) to the acquaintance. Next, suppose that a
peer p; newly obtains service (py, o, O, op). The peer p; sends a new message
{(pk, 0, O, op) to its acquaintances. On receipt of the new message (py, o, [,
op), p a&dds (px, o, O, op) is DB;. Thus, peers exchange service information of
their acquaintances with each other. It takes time to propagate service change of
a peer. Suppose a peer p; holds service information (py., o, O, op). If apeer p;
supports service (o, [, op), p; is proper. Otherwise, p; is faulty. For example, a
peer p; can ask its acquaintances about a service type (o, [J, op). On receipt of
the request from p;, an acquaintance p; sends the service information p;J,,0 or
p;—(pr0,p0) to the peer p;. If p; receives the service information p;— (px,,0)
from p;, pi, gets an acquaintance of p; with respect to the service type (o, 0, op).
The service information (py,, OJ, op) obtained from the acquaintances is stored in
the database D B; of p;. The peer p; informs another acquai ntance p,, of the service
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information (p, OJ, op). Sincethe size of D B; isfinite, some service information
might be lost to make space to store new service information. For example, the
least recently used service information of atype of service (p, [J, op) is thrown
away. Here, p;. still thinks p; to be its acquaintance on (o, OJ, op) but p; loses the
service information. If p, asks p; about (o, OJ, op), p; does not know anything
about the service. Here, the information p,— (p;L1,,0) is obsolete.

Suppose a peer p; issues a service request p (= (o, J, op)) to an acquaintance
p;, i.e. p;—(p; O,y 0). There are two cases. In one case, p; supports the service
type p. Here, p; performs the access request p and then sends the reply r(p) to
pi. In the other case, the acquaintance p,; does not support the service type p but
knows an acquaintance p;, which supports p, i.e. p;—(px U, 0). There are two
cases. Firgt, the acquaintance p; just informs the peer p; of p;. Then, p; issues
the access request p to p;,. Secondly, p; forwards the access request p to p;,. On
receipt of thereply r(p) from py, p,; forwards the reply r(p) to p;. If p;, informsp;
of apeer p;, which supports the service type p, p, forwards the access request p to
pi. If p; receivesthereply r(p) from py, p; forwardsthe reply r(p) to p;. Here, p,
isreferred to as acquaintance of the requesting peer p; with respect to the service

type p.

(1) Direct

() 0 (»)

r(p) r(p)

(2) Agent

Figure 2.1: Acquaintance peer p;.
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2.2 Subjectivetrustworthiness

Let p; beapeer and p; be an acquaintance of the peer p;. Let p be an access request
(0,0, op). A peer p; makes a decision on how much p; can trust an acquaintance
p; With respect to an access request (o, OJ, op) by itself. There are two cases,
direct and indirect interactions with an acquaintance. First, suppose that p; is
a direct acquaintance of p; and p,;0J,,0, i.e. p,—(p;.,0). A peer p; issues an
access request p to an acquaintance p,; and receives areply r(p) from p; as shown
in Figure 2.2. The peer p; measures the satisfiability value s;;(p) showing how
much the reply r(p) is satisfiable for the request p.

Next, suppose a peer p; does not know to which acquaintance the peer p; can
issue an access request p but knows an acquaintance p; which knows some serving
peer of the accessrequest p, i.e. p; — (p,,p0). The peer p; asksthe acquaintance
p; to introduce some serving peer of the access request p. Then, the acquaintance
p, introduces a peer p;, to p; if p; knows an acquaintance p;, to be a serving peer,
prdopo. Here, p, is an acquaintance of p; with respect to the access request p.
The peer p; issues the access reguest p to p, and then receives areply r(p) from
pr 8 shown in Figure 2.3. Here, the peer p; calculates the subjective trustwor-
thiness of p,, from the reply r(p) as discussed later. In addition, p,; perceives the
acquaintance p; to be trustworthy if p; returns the more satisfiable reply to p;,
because the acquaintance p; introduces p;, to p;. Otherwise, the trustworthiness of
the acquaintance p; is decreased in p;.

request O

A reply r(0) o)

Figure 2.2: Direct interaction.
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Figure 2.3: Indirect interaction.

2.2.1 Direct communication

A peer p; issues an access request p to an acquaintance p;. Then, p; receives
areply r(p) from p;. The peer p; obtains the satisfiability value s;;(p) of the
acquaintance p,; from the reply r(p). The satisfiability for each type of access
request is discussed in papers [31, 36] by taking into account how many peers an
access request passes to get to atarget peer. In this paper, the satisfiability s;;(p)
for an access request p issued to an acquaintance p; is characterized in terms of
whether or not the reply r(p) satisfies p, how long it takes to get r(p), and how
much quality of service (QoS) thereply r(p) supports. We consider another aspect
of the satisfiability. First, the answerability a;;(p) is given as follows:
1 if p; satisfies p.
aii(P) = {O otherwise. (21)

Suppose a peer p; issues an access request p to apair of acquaintances p; and
pr. Here, suppose p; supports a service type p while p;, does not support but
knows another peer p;, supports the service type p. On receipt of the request p,
p; sends areply r;;(p) to p;,. On the other hand, p, forwards the access request p
to p,. The peer p, sends areply r.(p) to the peer p, and p, forwards the reply
rr(p) to p;. Here, suppose that both the replies r;(p) and r,(p) satisfy the access
request p, i.e. a;j(p) = ax(p) = 1. However, it takes a longer time to obtain the
reply 74 (p) than r;(p). Thereply r;(p) more satisfies p; than r,(p). Let ¢;;(p) show
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the response time of an access request p issued by a peer p; to an acquaintance p; .
The peer p; ismore satisfiable to receive the reply r;;(p) from the acquaintance p;
than py, if ¢;;(p) < ti(p). Inthis paper, the responsetimet;;(p) isgiven aninverse
of hop number, i.e. how many peer an access request p issued by p; hops to get
to atarget peer p;. For each request p, the allowable maximum time maxt, and
the allowable minimum time mint,, are defined. Suppose it takes 7 time units to
receive areply r;;(p) from an acquaint p; since a peer p; sends a request p to p;.
tij(p) = 1if 7 <mint, and t;;(p) = 0if 7 > maxt,. t;;(p) = (7 - mint,) | (mazt,
- mint,) otherwise,

In addition, a peer p; is more satisfiable if the peer p; receives areply r;;(p)
from an acquaintance p; whose quality of service (QoS) ¢;;(p) like frame rate
and number of columnsis higher than the peer p,. Thus, arepliesr;;(p) from an
acquaintance p; to arequesting peer p; is characterized in terms of answerability
a;j(p), responsetime ¢;;(p), and QOS g;;(p).

A peer p; records the satisfiability value s;;(p) obtained each time p; issues an
access request p. Then, the peer p; obtains the subjective trustworthiness st;;(p)
from satisfiability values obtained through the direct interactionswith the acquain-
tance p;. In one way, the average value of the satisfiability values is taken as the
subjective trustworthiness st;;(p). Initialy, st;;(p) = 0 for every acquaintance p,
inp;. A counter c;;(p) ismanipulated for p; and p in p;. Initidly, c;;(p) = 0. Each
time p; obtains the satisfiability value s;;(p), c;;(p) isincremented by one. Here,
let .S;; show the current subjective trustworthiness st;;(p). Then, the new sub-
jective trustworthiness st;;(p) is obtained as the average value by the following
function:

DSo(Sij, sij(p)) = (ci(p) - Sij + 5i5(p)) / (ci(p) + 1). (2.2)

The larger the counter c;;(p) is, the more shortly DS, changes for change
of the satisfiability. In our life, one person recognizes another person p; to be
trustworthy only by observing the most recent behavior. That is, even if a person
p; had not been trustworthy, p; is considered to be trustworthy just after p,; does
the satisfiable job. On the other hand, a person may consider the person p, to be
trustworthy on the basis of long-term communications among them. This means,
p, 1S considered to be trustworthy if p; has so far done satisfiable jobs even if
p, fails to do the current job. In order to take into account different views, we
consider the following function DS;:

D51(5ij, 8ij(p), i) := v - Sij + (1 — i) - s35(p).- (2.3)
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«; i1s adirect subjective trustworthiness (DS) constant (0 < «; < 1) for a peer
pi. If oy = 1, the subjective trustworthiness st;;(p) is not changed even if a new
subjective trustworthiness st;; is obtained. If «; = 0, 0;;(p) is decided only by
the current satisfiability value s;;. If a; = ¢;;(p) / (cij(p) + 1), DS, isthe same as
DS,. Thesmaller «; is, the more the current satisfiability value s;; dominatesthe
subjective trustworthiness st;;(p).

2.2.2 Acquainted communication

Suppose a peer p; issues an access request p (= (o, [J, op)) to an acquaintance
p; but p; does not support the service type p. Here, suppose the acquaintance p;
perceives that another peer p, supports the service type p. On receipt of the ser-
vice request p from the peer p;, the acquaintance p; informs p; that p;, isaserving
peer of the service type p. Here, p, gets an acquaintance of p;. The acquaintance
p; isreferred to as acquainter of py, in p;. The peer p; iSsues an access request
p to p, [Figure 2.4]. Then, p; receives the reply r(p) from p,. Here, the satis-
fiability value s;;(p) is obtained as discussed in the preceding subsection. That
is, the subjective trustworthiness st ;. (p) is calculated by a direct subjective (D.5)
trustworthiness function, DS, or D.S;. In addition, the subjective trustworthiness
st;;(p) to the acquainter p, of p; is changed. The larger the subjective trustwor-
thiness s;;,(p) of the servicing peer p;, is, the more st;;(p) to the acquainter p; is
increased. Let S;; and S;; be the current subjective trustworthiness values of the
peer p; to the acquainter p,; and to the serving peer py, respectively. Let s;;, be
the satisfiability value which p; obtained from p,. for the access request p. «; is
the DS constant which is used in the function (3). ; isalso aindirect subjective
trustworthiness (1.5) constant (0 < 3; < 1). The subjective trustworthiness st;;(p)
isfirst calculated by the following function:

1S:(Sij, sik, Bi) := Bi - Sig + (1 = i) - Sin- (2.4)

Usually, §; isa;. The IS function (4) isthe same as DS, (S;;, sik, o) if B; = a.
The acquainter p; may only know a serving peer p;,, whose subjective trust-
worthiness st;(p) is small. If the peer p; introduces such a less trustworthy
acquaintance p;. to the requesting peer p;, the peer p; decreases the subjective
trustworthiness st;;(p) to the acquainter p; by the formula (4). Hence, if apeer p;
knows only acquai ntances whose subjective trustworthiness values are smaller, p;
iswondering if p; loses the trustworthiness from p; and does not acquaint p; with
any peer. In this paper, the acquaintance p; informs p; of not only a serving peer
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pi, but also its subjective trustworthiness st ;. (p). If the satisfiability value s;;(p)
is closer to the subjective trustworthiness st ;. (p), the subjective trustworthiness
st;;(p) of p; to the acquainter p; isincreased. Otherwise, st;;(p) is decreased.

1S55(Sij, Siks Siks Bi) = Bi - Sij + (L = Bi) - 6(Sjk, si)-

1 if |[S—s]/S <e¢
o5,5) = {(1 —|S—s|/S) otherwise 29

e; isaconstant (0 <e¢; < 1). Fore; =0, 0(Sj, sik) = 1if S = si.

(p,0,,0)
% acquainter

(ka opq)/ -~
./'/'/ Py Dopo
===
p; Py
reply
—— —:information - — — —:reply

————+:access request

Figure 2.4: Acquainter.

For example, let us consider three peers p;, p,, and p;, as shown in Figure 2.4.
Here, p; is an acquainter of p; and p;, in a serving peer p, of an access request
p- The peer p; asks the acquaintance p; to acquaint p; with a serving peer for the
access request p. Then, the acquaintance p; acquaints p; with a serving peer py,
and also informs p, of the subjective trustworthiness st ;. (p). The peer p; issuesan
access request p to p;,. Suppose the subjective trustworthiness S;; = 0.5 (= st;;(p))
and S = 0.4. Suppose the peer p, receives aresponse r(p) from the serving peer
pr and the satisfiability value s;;, = 0.8 is obtained. Suppose ; = 0.8. The new
st;;(p) is obtained as 1.5:(S;;, sik, 5;) =0.8-05+(1-0.8)-08=04+0.16=
0.56. Since the acquaintance p; introduces a more trustworthy peer p;, to p;, the
subjective trustworthiness st;;(p) isincreased to 0.56 from 0.5. On the other hand,
the subjective trustworthiness S, (= st;x(p)) of the acquaintance p; to p;, is 0.4
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but the satisfiability s;.(p) which p; just obtains from p;, is 0.8. The difference
between Sjkz and Sik isnot small. Here, ISQ(SZ‘]‘, Sjk‘! Siky 61) = 6@ . 5ij + (1 - ﬁz) .
|Sjk - sik| 1 S;=08-05+(1-0.8)-(1-|0.4-0.8//0.4)=0.4.

Each peer p; issimilarly classified into shortsighted, middlesighted, and longsighted
ones with respect to the .S constant 5; as discussed in the D.S constant «;.

2.3 Objectivetrustworthiness

2.3.1 Typesof objectivetrustworthiness

A peer p; listens to what trustworthiness opinions on an acquaintance p, other
peers have with respect to a service type p (= (o, [J, op)). In the first way, p; col-
lects an opinion on the trustworthiness of the acquaintance p;, i.e. the subjective
trustworthiness st ;(p) of each peer p, to the acquaintance p,. Then, p; takes the
average of the subjective trustworthiness values obtained. This is the traditional
reputation concept [37]. However, every opinion collected may not be correct.
For example, since some peer p;, has not communicated with p; for along time,
the peer p;, holds just obsolete subjective trustworthiness st ;;(p) to p;. We haveto
exclude such faulty trustworthiness opinions.

It is not easy to recognize afaulty acquaintance which informs the peer p; of
faulty subjective trustworthiness. In our approach to excluding faulty trustworthi-
ness opinions, a peer p; makes a decision on which an acquaintance p; is faulty
based on its own subjective trustworthiness st;;(p) depending on the confidence
of p;. If p; is not confident of its own opinion st;;(p), p; obeys the opinions of
an acquaintance p;, on the trustworthiness st;; of p,. Here, p; collects opinions
of other peers which know about the peer p;. If p; is the most confident of its
opinion, subjective trustworthiness st;;(p), p; takes only its own trustworthiness
on the acquaintance p;. These two ways are at the extreme ends. There are some
intermediate ways to obtain the objective trustworthiness:

1. A peer p; collectsthe subjective trustworthiness st (o) from every acquain-
tance p;, of p,.

2. p; collects the subjective trustworthiness st;;(p) from every acquaintance
P Of p;.

3. p; collects the subjective trustworthiness st ;(p) from every trustworthy ac-
guaintance p;, where st;.(p) > \;, i.e. an acquaintance p, which p; can
trust.
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4. p; collects the subjective trustworthiness st ;(p) from every trustworthy ac-
quaintance py, whose st ;(p) is similar to its own one st;;(p).

In the first way, the peer p; takes the general public opinion on the trustwor-
thiness of p;. In the other ways, p; takes the specific opinions of the peers which
p; can trust. In this paper, we postulate that peers which a peer p; can trust are ac-
guaintances of p,. In the second way, p; takes opinions of al of its acquaintances.
In the third way, p; does not consider all the acquaintances but takes only the opin-
ions of the acquaintances which p; can trust. \; isatrustworthiness constant (0 <
7; < 1). The peer p; thinks an acquaintance p, R to betrusted if st;.(p) > \;. Here,
even a trustworthy acquaintance p; shows a less trustworthiness opinion st;(p).
If p; is confident of its own opinion st;;(p), p; takes its own opinion st;;(p) and
throws way the opinion of the acquaintance p;. In the last way, p;, considers only
the trustworthy acquaintances whose opinions are similar to p;.

2.3.2 Computation of trustworthiness

The objective trustworthiness ot (p) of arequesting peer p; to an acquaintance p;
shows the general public opinion on the trustworthiness of p;, i.e. how much the
acquaintance p; istrusted by other peers. Let p; be arequesting peer and p; beits
acquaintance. The reputation [26, 29] of the acquaintance p,; shows how much the
acquaintance p; is trusted by other peers. The reputation is influenced by faulty
acquaintances which hold obsolete service information. Let p be an access request
(0,00, op).

The reputation [26, 29] of an acquaintance p; is obtained by the following
function: 5 (o)
2 ApilpieV(pr.p)} URI\P

OTolpi i) | {px | pj € VR, p)} |
Here, V(pk, p) isaset of acquaintances of a peer p, which supports with service
p-

In order to exclude the subjective trustworthiness of every faulty peer, each
requesting peer p; first only considers every acquaintance p;, of both p; and p; to
calculate the objective trustworthiness ot ; ().

(2.6)

> V(p; sti(p)
OT1(pi,PjaP) = pk‘ev(fp@p) |j

Even an acquaintance p,, of a peer p; might be faulty, i.e. p, has obsolete ser-
viceinformation on apeer p;. In OT}, the trustworthiness of faulty acquaintances

2.7)
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are still considered. Next, less trustworthy acquaintances of the requesting peer p;
are not considered to cal cul ate the objective trustworthiness ot ;;(p).

Figure 2.5: Objective trustworthiness.

Each peer p; calculates the objective trustworthiness ot;;(p) by the following
function:

Vst St (P)

| {pr € V(pi, p) | stix(p) > N} |
Hence, only the subjective trustworthiness st ;.. (p) of the trustworthy acquaintance
pi, isconsidered to calculate the objective trustworthiness, ot ;(p) where st;i.(p) >
A; for atrustworthiness constant \; (0 < \; < 1). This means, the requesting peer
p; perceives that p; can trust p;. if st;i(p) > A;. The subjective trustworthiness
st;(p) of a less trustworthy acquaintance p; to the peer p; is removed in the
function OT. If an acquaintance p;, is more trustworthy to the requesting peer p;,
p; more trusts the opinion of p; on p,.

Let us consider an example where there are siX peers po, p1, P2, p3, P4, and
ps. Here, suppose the V(po, p) = {p1, P2, p3, pa} and V(p1, p) = {po, p2, ps,
p4, ps} for an access request p. Suppose the subjective trustworthiness st (p)
of the peer py isgiven as 0.7, st11(p) = 1.0, stoa(p) = 0.7, stos(p) = 0.0, stos(p)
=04, sty1(p) = 0.8, stz1(p) = 0.9, sty (p) = 0.6, and st (p) = 0.5 as shown in
Figure 2.6. According to the traditional reputation concepts[26, 29], the objective
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trustworthiness oty (p) is given as OTo(po, p1, p) = [stoi(p) + sta(p) + stai(p) +
sty1(p) + sts1(p)] /5= 0.7. Next, only common acquaintances of p, and p1, i.e.
P1, P2, p3, and py are considered in OT4, i.e. OTi(po, p1, p) = [stor(p) + stai(p)
+ st31(p) + sty1(p)] 1 4 = 0.75. Here, sts1(p) is not calculated since p; is ot an
acquaintance of p,. In the function OT}, ps is not trusted by po, i.e. stos3(p) =
0.0. st31(p) isnot considered in OT5 ps trusts p; since py does not trust ps. In the
function OT5;, only the subjective trustworthiness of atrustworthy acquaintance of
po IS considered. The objective trustworthiness, ot (p) is given by OTx(po, p1, p)
= [st11(p) + star(p) + sta1(p)] / 3=0.8for A\; =0.1.

Figure 2.6: Objective trustworthiness ot .

In our life, each person finally makes a decision based on its own opinion even
if other people show different opinions. A peer p; first removes acquaintances
opinions quite different from its own opinion. Watanabe et al. discussthe ranking
factor with the deviation based on this rule. We introduce the following function
OT; to obtain the objective trustworthiness ot;;(p) based on the idea:

\/Stzk Stkg ()
Tikj(p) = If\/| st2 — sti(p) - stri(p) | < @i (2.9)
otherwise.
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OTs(pi, pj. p) = 2V (pip) Lk (P) |
AR | {pk € V(piyp) | Ek](p) 7£ O} ‘

Here, ¢; isaconstant (0 < p; < 1). InFigure 2.6, Ty11(p) =0, To21(p) =
\/Otog Otgl ) = \/07 -0.8= 0748, and T041(p) = \/0t04(p) - 0ty (p) =
V0.4 - 0.6 = 0.490.

Let o be 0.5. \/| stoa(p) - star(p) — stor(p)? | = /] 0.56 — 0.49 | = 1/0.07
< 05. /| stoulp) - stailp) — st(n(p) | =025 < 05 The objective trust-

worthiness Ot()l(p) is OT3 Po,P1,pP) = (\/St()l Stll \/Stog - Stoq p) +
V/stoa(p) - st ( ))/3 (0.7 - 10+\/08 O7+\/O6 04)/3= 0692 If ©o
=0.3, OT3 (po, p1, p \/stoz - stor(p) = /0.8 - 0.7 = 0.75. Thus, only the ac-
guaintance p;, Where \/ sti(p stk]( ) is closer to the subjective trustworthiness
st;;(p) is taken into account if ¢, is getting smaller. The constant ¢, means that
po takes only its own opinion to p;.

An objective trustworthiness function OT'(p;, p;, p) means some of OTj(p;,
p;, p) (h=0,1, 2, 3). OT}, ishigher than OT}, if h > k. The higher OTj, is, the
more the objective trustworthiness ot;;(p) of an acquaintance p; depends on the
requesting peer p;.

We discuss the trustworthiness st;;(p) and ot;;(p) with respect to a specific
service type p. An acquaintance peer p; supports multiple types p;i, ..., pji;. We
define the aggregate trustworthiness st,; and ot;; as follows.

(2.10)

stip= Y sti(pjn). (2.11)
k‘:l ..... l]

otij = otij(pi)- (212)
k‘:l ..... l]

2.4 Confidence on subjective trustworthiness

As discussed in the preceding sections, a peer p; obtains the subjective trustwor-
thiness st;;(p) and objective trustworthiness ot;;(p) from the trustworthiness opin-
ions of other peers on apeer p,. Then, the peer p; has to decide on how much the
peer p; can trust the acquaintance p;. It depends on how much a peer p; is confi-
dent of its own opinion st;;(p) on an acquaintance p;. As discussed here, a most
confident peer p; takes the subjective trustworthiness st;;(p). On the other hand,
aleast confident peer p; takes the objective trustworthiness ot;;(p) decided by the
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lowest level function OT). Let cf;;(p) show the confidence of a peer p; to an ac-
quaintance p; with respect to a servicetype p (0 < cf;;(p) < 1). We discuss how
to compute the confidence cf;;(p). There are two types of confidence, subjective
confidence s f;;(p) and objective confidence of of;;(p) as discussed in the trust-
worthiness. First, we consider the subjective confidence s f;;(p) which a peer p;
obtains through issuing a service request p to an acquaintance. Suppose a peer p;
issues an access request p to an acquaintance p; and receives a reply r(p) from
p;. Then, p; obtains the subjective trustworthiness st;;(p) as discussed. If p; had
not communicated with the acquaintance p; for along time, p; is less confident
of itsown st;;(p) since the types and quality of service supported by p; might be
changed. The confidence also depends on how frequently p; has communicated
with p;. Evenif p, often communicates with p;, p, might not be confident. For
example, p; may issue messagesto p; like DoS attacks [30]. The acquaintance p;
might have sent replies with different satisfiability values. In this paper, if the peer
p; receivesreplies from the acquaintance p; whose satisfiability values are similar,
p; iIsmore confident. Thus, we consider the following parameters to compute the
subjective confidence s f;;(p):

1. [;;(p) = communication time, i.e. how long a peer p, has communicated
with an acquaintance p; with respect to a service request p [sec].

2. fij(p) = communication frequently, i.e. how frequently p, has communi-
cated with p; with respect to p [reqg/sec].

3. v;j(p) = variance of satisfiability values of repliesr(p) which p; hasreceived
from p;.

The subjective confidence sc;;(p) isgivenin atuple (1;;(p), fi;(p), vi;(p)). Let
c1 = {eq1, c19, c13) @d ¢y = (o1, 22, C23) be subjective confidence values. Here,
c1 > o iff ¢4 > co1, 12 > o9, AN €13 > 3.

Next, a peer p; can obtain the confidence by comparing its opinion with other
peers. If apeer p; knows a more number of peers have similar opinions, On the
other hand, a peer p; can be confident if another peer p, trusts p;. The objective
confidence of;;(p) of a peer p; to an acquaintance p,; with respect to a service
type p is obtained in terms of trustworthiness opinions of other peers. A person
can be confident if more people think the person to be trustworthy. Thus, the
more number of peerstrust a peer p;, the more the peer is confident. We take the
following parameter: 7,;(p) = number of acquaintances which trust a peer p;, i.e.
{ pr | P € V(pi, p) and st;;(p) > A;}. The confidence cf;;(p) isgivenin atuple
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(Lij(0), fij(p)s vij(0), Ti5(p)). Here, let ¢, be atuple (cx1, cra, cr3, cra). FOr apeer
of tuple c; and cq, 1 > ¢ iff c11 > co1, c12 > €2, €13 > o3, @Nd 14 > coa.
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Chapter 3

A Basic Agreement Protocol

3.1 Precedent relations

At each round, a peer p; takesavaluev! (= LD; (v, ... vi~1)) atround t. The
value v! may depend on the previous value v/ . We define the existentially (E-)
precedent relation —% (C D?) and preferentially (P-) precedent relation —7 (C
D?) on the domain D; to show with which value a peer p; can take after a current
value at each round.

[Definition] For every pair of values v; and v, inadomain D; of a peer p;,

1. v; E-precedes v, inthe peer p; (v; —F v,) if and only if (iff) the peer p; is
alowed to take v, after vs.

2. V1 P-preced% V2 Inpz (’U1 —>f ’UQ) iff Di pl’eferS v1 10 V.

3. U1 —>ZE Vo and V1 —>f Vo if U1 —>ZE Vs —>ZE () and V1 —>f Vs —>f Vo for
some value vs, respectively.

In the commitment protocols [47, 54], a peer which sends commit may abort
if the coordinator peer indicates abort. However, a peer which notifies other pro-
cesses of abort unilateraly aborts, i.e. cannot take commit. That is, a peer can
change commit with abort but cannot change abort with any value, commit — ¥
abort but abort 4% commit. In another example of distributed auction system
[47], each person cannot show a cheaper value v, than a previous value v;. Here,
vy —F vy where vy > 5.

Suppose a peer p; can take a pair of values v; and v, after taking the value
v in the E-dominant relation —%, i.e. v —F v; and v —F vy. Suppose neither
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vy —F vy nor vy =¥ vy, i.e. the peer p; is alowed to take any value of v, and
vy after taking the value v. Here, the peer p; has to take one of the values v; and
vs. For example, if apeer p; prefersavalue v; to another value v, (vy —7 v4), the
peer p; would like to take the value v;. It is noted that the peer p; may take the
value v, even if the value v, is more preferable than the value vs.

The precedent relations — and — £ with the domain D; are assumed to be a
priori specified when each peer p; isinitiated. In a homogeneous system, every
peer p; has the same relations — and —7 on the same domain D;. In a hetero-
geneous system, some pair of peers p; and p; have different relations — # —F
or —/ # —¥ ondifferent domains, D; # D;.

There are the following relations between a pair of values v; and vy in the
domain D; of a peer p;:

1. v isE-equivalent with vy inp; (vy =F vy) iff v; =F vy and vy —F vy.

2. vy ismore E-significant than vy inp; (vy <F vy) iff vy —F vy butvy AF vy,
3. vy E-dominates v, inp; (vy <E vy) iff vy <F vy or vy =F v,
4

. vy is E-incomparable with vy in p; (vy |F vy) iff neither v; —F v, nor
vy —F vy,

vy is P-equivalent with vy in p; (vq EZP vg) Iff vy —>ZP V9 aNd vsy —>1P V1.

vy ismore P-significant than vy inp; (vy <F vy) iff vy —F vy but vy AL vy,

vy P-dominates v, in p; (vy < v1) iff vy < vy and vy =2 vy.

© N o u

vy and v, are P-incomparable in p; (v; | vy) iff neither v; —F vy nor
P
Vg —»; V1.

A value v, isreferred to as maximal and minimal iff there is no value v, such
that v; —F vy and v, —F v, inthedomain D;, respectively. For example, abort is
maximal and commit is minimal in the commitment protocol. If apeer p; takesa
maximal value v in the domain D;, the peer p; cannot take any new value. On the
other hand, a peer p; can take a value after taking a minimal value in the domain
D;. A value v, isreferred to astop iff vy —F v, for every value v, in D;. A value
v, isreferred to as bottom iff v; —F v, for every value v, in D;. Let Corn;(z)
be a set of values which a peer p; can take after taking avalue = in adomain D;,
Cornyz)={y |z —=Fy} C D, If avaluez ismaximal, Corn;(z) = ¢. If there
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are multiple values which a peer p; can take after avaue z, i.e. |Corn;(x)| > 2,
the value z isreferred to as branchablein the domain D;.

A least upper bound (lub) of values v; and v, (v; UF vy) isavalue v in the
domain D; such that v; —F w3, v, —F w5, and there is no value v, such that

vy =F vy =F vy and vy —F vy —F vz in apeer p;. For example a peer p;
takes a value v; and another peer p; takes avalue v; at round t. If —F = =7,
the peer p; and p; can take v; U v; to make an agreement. A greatest lower
bound (glb) of values v, and v, (v; NP v,) isavalue vz in the domain D; such
that vs —¥ vy, v3 =¥ vy, and thereisno value v, such that vy — v, —F v, and
vy —F vy —F v,. A least upper bound (lub) U and greatest lower bound (glb)
M¥ are defined for the P-dominant relation — in the same way as LIF and nZ.

3.1.1 E-precedent relation

A system S is composed of n (> 1) peer processes py,...,p,. A domain D;
of a process p; is a set of possible values which the process p; can take. Each
process p; initially takes a value v? in the domain D; and notifies the other pro-
cesses of the value v?. A process p; receives a value v? from every other pro-
cessp; (j = 1,...,n). The process p; takes another value v; from a tuple
(09, ...,02%). Thisisthe first round. Then, the process p, notifies the other pro-
cesses of the value v}. Thus, at the ¢ round, the process p; collects atuple v !
= (o™, u L vl ) where p; takesavalue o] ! and receives avalue v}
from each other process p; (j # i). If v'~! satisfies the agreement condition AC;,
the process p; obtainsone value v from v*~! asan agreement value and terminates.
Otherwise, p; takesavaue v! inthe domain D; and notifies the other processes of
vt. Here, p; changes the opinion from the value v/ ' to vf. Here, v, ... v/~! are
referred to as previous values and v} isa current value.

In the commitment protocols [47, 54], a process which notifies commit may
abort if the coordinator process indicates abort to the process after receiving the
values from the processes. Here, a process which notifies abort cannot take com-
mit. Each process p; can take avalue v! after taking avalue vf’l inthedomain D;
at round t if p; can change v/ ™! to v!. Here, p; changes the opinion from v/ ! to
vt If p; cannot take any value from v!~*, p; till takesthe value v! ™! asthe current
value v} or backs to the previous value v!~? and tries to take another value from
vf’Q.

[Definition] A value v, isreferred to as existentially (E) precede a value v, with
respect to a process p; (v; —F wy) if and only if (iff) the process p; can take v,
after taking vy, in the domain D; (—£C D?).
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We assume the relation —>§ to be trangitive. A value v, is E-equivalent with
avalue vy inaprocess p; (vy =F vy) iff v; = vy and vy =¥ v, A vaduew, is
E-uncomparable with a value v, in a process p; (v; |F vy) iff neither v; —F v,
nor v, — v;. A value v; E-dominatesavaue vy inp; (vy <F vy) iff v; —F vy
but v AF vy vy 2P vy iff vy <F v, or vy =F vy, In the commitment protocol,
commit —£ abort but abort 4% commit for every process p; as presented here.
Hence, commit <Z abort.

For every pair of values v; and vy, v, E-precedes vy (v; — w3), vy iS E-
equivalent with v, (v; =F 1,), v, is more E-significant than v; (v; <% ©,), vy
E-dominates v; (v; =¥ wvy), and v; is E-uncomparable with vy (v; | vy) iff
vy = vy, vy =F vy, vy <F vy, vy 2F vy, and vy |F v, for every process p;,
respectively.

A process p; can take a value v, after taking another value v, if v; —F v,.
Here, suppose that the process p; had taken v, before v;. Question is whether or
not p; can take again a value which p; has previously taken.

[Definition] A value v; acyclically E-precedes (AE-precedes) avalue v, in apro-
cessp; (v; =F vy) iff p; can take v, after taking v; and p; had previously not taken
Va.

A least upper bound (lub) of values v; and v, (v; UF vy) isavalue vz in the
domain D; such that v; —¥ v, v —F w3, and there is no value v, such that
v, =F vy =F vyand v, —F vy —F vs3. Suppose there are a pair of processes
p1 and p, notifying one another of values v, and v,, respectively. Suppose the
processes p; and p, have the same E-precedent relation, — = —% = —% on the
same domain D, D; = D, = D. Here, UF =¥ = F and ¥ =l =, |If
there exists an lub v3 = v; U¥ v,, both p; and p, can take v; after taking v, and
v9, respectively. A greatest lower bound (glb) of values vy and vy (vy MF vy) is
avalue vs in D; such that v3 —F vy, v3 —F vy, and there is no value v, such
that vy —F vy —F vy and vs —F vy —F v,. The processes p; and p, can also
takethe glb v, = v, M¥ v, asan agreement valueif the processes can take previous
values again. In this paper, there exist a pair of specia values, bottom value 1L ©
and top value T where 1L ¥ —F v andv —F TF for every value v in D;. This
means that a process p; can take any value in D; after taking the bottom L £. On
the other hand, p; taking the top T ¥ cannot change the value. In the commitment
protocol [42, 43, 44], each process p; has a binary domain D; = {abort, commit}
where commit —# abort. Here, abort is the top TZ and commit is the bottom
1L F. The value abort E-dominates commit (commit < abort).

[Definition] Let — and —7 be E-precedent relations of processes p; and p;,
respectively. A pair of precedent relations — and —>f are existentially (E) con-

28



dstent (—F =¥ —7) iff for every pair of valuesv; and vy in D; N Dy, v1 —F vy
iff U1 _)]E' V3.

A pair of E-precedent relations —/” and —7 are E-inconsistent (—; %" —))
iff —£ and —>§“3 are not consistent. Let us consider a pair of processes p; and ps.
Here, D; ={a,b,c}and D, ={a, b,d,e}. Intheprocessp,, a =¥ banda —¥
c. Inthe process p,, a =% b =¥ dand b - e. Here, =¥ # —& but —¥ and
—1 are E-condistent (—F =~ —»F)since D, N Dy, ={a,b} anda—¥ band a
—1 b. Another process p; hasadomain D; = { a, b, e } whereb —£ a. Here, the
E-precedent relation — £ isnot E-consistent with —¥ (= 2 —F)sincea—¥ b
butb —%Z afor D,NnDs={ab}.

In the E-precedent relation —Z (C D?), a process p; makes a decision on a
value v, which p; notifies to the other processes depending on a value v; most
recently taken. That is, p; takes a value v, where v; —F vy, Let NextE (v,) be
{vy | v; =F vy} of values which p; can take next from a value v,. For example,
Next?(commit) = {commit, abort} and Nezt? (abort) = {abort}.

3.1.2 P-precedent relation

Suppose a process p; can take a pair of values v; and v, after taking avalue vs in
the E-dominant relation —¥, i.e. v3 —F v; and v —F v,. Here, the process p;
hasto take one of the valuesv; and vs. If p; prefersv, tov, (v, —F v1), p; canfirst
take v;. A partially ordered relation —F C D? is a preferentially (P) precedent
relation on the domain D;.

[Definition] A value v; P-precedes a value v, in a process p; (vy —1 vy) iff p;
prefers vy to vs.

A value v, is P-equivalent with a value v, in a process p; (v; = wvy) iff
vy = vy and vy = vy, vy is more P-significant than v, in p; (vo <P vy) iff
U1 —>ZP vy bUt vy 7¢>f v1. v; P-dominates vs in p; (vo jf vy) Iff vy -<ZP v, and
vy = vy, A pair of vaues v; and v, are P-uncomparable in p; (v |1 vy) iff
neither v; —! vy Nor v, =% vy, Inaddition, vy = vy, vy = vy, vy <F Wy,
vy <P vy, and vy |F vy iff vg =T ve, 01 =L vy, v <P w9, v1 <P vy, and vy |F vy
for every process p;, respectively.

The least upper bound LU and greatest lower bound M are defined for the
P-dominant relation — 7 in the same way as LI and M¥. There are special values,
top T7 and bottom L¥ with respect to the P-precedent relation — 7" in the same
way as the E-precedent relation — . We assume the P-precedent relation —7 is
transitive.
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3.2 Coordination procedure

In fully distributed peer-to-peer (P2P) applications, thereis no centralized coordi-
nator and every peer makes a decision by itself through communicating with the
other peers. In addition, it is a common function of most P2P applications for
multiple peers py, . .., p, to make an agreement, for example, to fix a date for a
meeting of members in a society. A domain D; of a peer p; is a set of possible
values which the peer p; can take in an agreement procedure. We assume every
pair of peers can reliably communicate with one another in the underlying net-
work. We also assume that every peer isreliable, i.e. every peer is not faulty in
this paper.

Figure 3.1 shows the overview of the coordination protocol to make an agree-
ment. Each peer p; initially takes avalue v in the domain D; and sends the value

v? to the other processes p,, . . ., p,. The peer p; inturn receivesvaluesv?, . . . v
from the other peers py, ..., p,, respectively. The agreement condition AC; is
checked for the tuple (v9,...,v?,...,v?) of the received values. Each peer p;

checks if thetuple (v9, ..., v?) satisfies the agreement condition AC;. There are
agree, all, majority, weighted majority, and consonance types of agreement con-
ditions [44, 45]. For example, the all-condition AC; is satisfied if every peer p;
takes the same value v, i.e. AC;(vY,...,vY) istrue. Every peer p; is assumed to
have the same agreement condition AC; = AC'. If the agreement condition AC;
is not satisfied, a peer p, takes another value v} in the domain D;, which is ob-
tained by performing alocal decision function LD, on atuple (+?, ..., v%) of the
values, i.e. v} = LD;(v?,...,v%). Thisisthefirst round. Each peer p; sends the
value v} to the other peers and receives values from the other peers. Thus, at each

round ¢, each peer p; collectsatuple (vi™!, ... vi~1) of values received from the

other peers. If thetuple (vi*, ... vi™t ... vi~1) satisfies the agreement condi-
tion AC;, the peer p; obtains one agreement value v = GD;(vi ™, ..., vi™1) by
performing a global decision function GD; and then terminates. For example, if
there is such avalue v that more than half of the values are the same in the tuple,
the majority agreement condition AC; is satisfied and then each peer p; takes the
value v as the agreement value. Every peer p; is assumed to have the same global
decision function GD; = GD.

If the agreement condition AC; is not satisfied, a peer p; takes a value v} =
LD;(wi™!, ... vt=1) which may be different from the previous value v/~'. Then,
the peer p; notifies the other peers of the selected value vf. Thus, the peer p;
changes the opinion from the value v/~! to the value v! at each round t. Here,

the values v?, v}, ..., v/~ which the peer p; has so far taken are referred to as

19 Y )
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previous values at round ¢. The value v} isa current value ¢! at round t.

0_

Initially t =1 and U = NULL forj=1, ..., nin each peer p,.

!

One peer sends a notification request to every peer.

Each peer p, takes a value v} = LD; (v}, ..., ).

I

P, sends the value U} to all the other peers.

I

| P, receives a value U/ from every other peer P (j=1,...,n). | | t=t+1 |

false

(An agreement condition AC; (v}, ... v,‘ll))i

l true
Global decision v =GD; (v} , ..., v") and p; terminates.

AC; : agreement condition. LD, : local decision function.

GD; : global decision function. t :round.

Figure 3.1: Coordination protocol.

3.2.1 Agreement conditions

A predicate AC;: Dy x --- x D,, — {true, false} is the agreement condition
of aprocess p; on atuple of values vy, . . ., v,. For atuple of values (vy, ..., v,),
AC;(vy, ..., v,) = true if the processes py, ..., p, can make an agreement. We
assume every process p; has the same agreement condition AC' in this paper. At
each round ¢, each prcess p; holds atuple (v, ..., v!) of values notified by the
Processes py, - - . , pn, respectively. Here, if AC; (vt ..., v}) istrue, the coordi-
nation protocol terminates. There are following types of agreement conditions:

1. All condition: AC; (vt, ... o) =trueif vl =... = v}

r n

2. Majority condition: AC; (v1,...,v}) =trueif | { p; [vi =v } | >n/2.

r n
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3. Maximal condition: AC; (vi, ... =trueifv =2l ;... U; v} in D;.

4. Minimal condition: AC; (vt,... o) =trueif v =} 1, I_IZ- vk in D;.

5. Consonance condition: AC; (v1,...,v;) = trueif v} 7é vl for every pair of
different processes p; and py,.

? 7’1

The conditions 3 and 4 are only used in homogeneous systems.

3.2.2 Global decison function

A functionGD;: D, x---x D,, — D, isaglobal decision function of a process p;
which gives a value v; which p; takes as the global decision. G D; depends on the
agreement condition AC;. For example, GD; (v%,. .., v) takes a majority value
inaset {vf,... v} if the majority agreement condition AC; (vf, ..., v})istrue.
There are the following types of the agreement conditions:

1. All condition: v = GD; (vi,... ,v;) if U = =... = =0,

2. Majority condition: v = GD; (vt, . .. )|f | {v5 | vi = v} | >n/2.

3. Maximal condition: v = GD; (vi,...,v.) if v =1} I_Iz L ok,

4. Minimal condition: v = GD; (vi,... Hyifo=olm; ... ok,

5. Consonance condition: vi = GD; (vi,...,vy) if v} ;zé v,@ for every pair of

different processes p; and py,.

3.2.3 Local decision function

A function LD;: D, x --- x D,, — D; isalocal decision function of a process
p; which gives avalue v/ in the domain D; from atuple (v¢, ... v!). Here, a
value v! hasto E-precede avalue v/ ™ (v! —F v/*). If there are multiple values
which E-precedes v, p; takes one of them. Next;(v!) isaset {v | v! =F vinD;}
of values which E-precede a value v. One strategy to obtain a value which the
process p; to take is that p; takes the least preferable value in the set Next;(v}).
That is, 17 el v istaken by p;. In another strategy, p; takes the most preferable
value,i.e. M/ .

First, suppose that each process p; receives a tuple of values (vi,... v!) at
round ¢, where each value v} isreceived fromaprocessp; (j=1,...,n,j # i) and
v! is avalue which p; takes. A process p; takes one value v/ ™! such that vf —;
vt ie ot = LD;(vt, . .. o!) if the agreement condition AC;(vt, . . ., v!) isnot
satisfied. The process p; findsavalue v/ ™" for atuple (v!,...,v!... vt ) by the
following function LD;:
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LD;(vt, ... vk
{

[* forwarding */

v="Fsrch;(vl, ..., vt);

if v # NULL, return (v);

else
[* backwarding */
return (Bsrch; (vf, ..., v1));

}

Fsrch;(vt, ... 0!

rrn

1. if Next;(v}) = ¢, return (NULL);

2. take avalue v in Next; (v;) such that | { v} [ v —; v} for every p; } |
(> n/2) isthelargest;
if v exigts, return (v);

3. takeavauewv in Next; (vj) suchthat | { v} | v —; v} for every p; } | (# 0)
isthe largest;
If v exists, return (v);

4. takeavauewv in Next; (vf) such that | Corn;(v) | isthe largest;
If v exists, return (v).

The forwarding procedure Fsrch;(vt, . . ., v%) takesavalue v! ™' preceding the
current value v! (v! —; vi™). Thisis aforwarding strategy since we are always
going up to upper bounds of current valuesin thelattice L; = ( D;, —;, M;,L; ) of
the process p;.

If aprocess p; could not find avalue, i.e. Fsrch;(vl, ..., v%) = NULL inthe
forwarding strategy, p; takes a backward strategy, i.e. backsto the previous value.
Suppose a process p; takes a value v} and another process p; takes a vaue v;f. at
round ¢. Suppose the process p; could not find aleast upper bound(lub) v} LJ; v§.
Here, p; finds the greatest lower bound(glb) v; r; v%. If avalue v = v} IM; vj is
found in the domain D;, p; takes the value v, i.e. backwards to the value v in the
lattice L; of the process p; [Figure 2]. Then, the forwarding strategy is adopted as
follows:

Bsrch;(vl, ... oh)

1. if thereisavauev = vi M;,...,M; v% in D;,

{
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_ t t t £y
v=Fsrch;(vy, ..., vi_1, 0,0, ..., 1),

if v=£ NULL, return (v);

}
else{
v=Bsrch(vi, ..., v, 0,00, ..., 0));
if v=£ NULL, return (v);
elsereturn (vt ;- -« ; ob);
}
2. Otherwise, v = NULL,
{
findavaluev suchthat v —f vf and | {p; | v —; v}} | isthe largest;
v=Fsrchy(vl, ... vl_, 0,00, ..., 0h);
if v=£ NULL, return (v);
else{
v=Bsrch;(vy, ..., vl 1, 0,0,,,...,0.);
if v NULL, return (v);
elsereturn (v} M, --- M; ob);
}
}

On receipt of a value v} from another process p;, a process p; stores a tuple
(vi~!, vl) showing a precedent relation v!~' —;; v! in the local database DB;.
Here, D B;; showsapart of the local database D B; where a precedent relation —;
on another process p; is stored (j # 7). DB;; includes the precedent relation —,
of the processp;. DB; = DB;; U---U DB;,. The size of the local database D B;
is limited. Every precedent relation —;; obtained from each process p; cannot
be stored in DB;;. The process p; has to forget some tuplesin DB;;. We take a
least-recently-used (LRU) replacement strategy where a tuple least recently used
iswithdrawn from D B;; if DB;; isfull. Then, anew tuple on —;; is stored.

3.2.4 Initial value

A process p; initialy takes a value v? and then sends the value ) to al the pro-
CEesses py, . .., pn- Question is which value the process p; initially takes in the
domain D;. Each process p; has a value v; which p; would like to take and pre-
cedes any value v, (v; —; v2) Which p; would not like to take. The value v,
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is referred to as maximal target value. There is another value v; which the pro-
cess p; would like to take but is preceded by any value which would not like to
take. The value v, isreferred to as minimal target value. There are two strategies,
minimal-start and maximal-start ones. In the minimal start strategy, a process p;
initially takes a minimal target value v in D;. Then, the process p; upgrades val-
ues. In the maximal strategy, a process p; initially takes a maximal target value v.
The process p; insists of taking the maximal value v. Thisisthe most aggressive
strategy.

Initially, every process p; does not know anything about the precedent relation
—; of another process p; (j # i). In the coordination protocol, the processes
exchange values with each other at each round. If a process p; receives a value
vy after taking another value v, from another process p;, the process p; perceives
that the value v, precedes vy (v; —; v2) in the process p,;. Thus, the process
p; learns the precedent relation — ; of another process p; through communicating
with the processp;. The precedent relations of the other processes which aprocess
p; obtains through communication are stored in the local database D B; of the
process p;,. Let —;; be a part of the precedent relation —; which a process p;
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knows, —;; C —;. That is, if a process p; receives a value v, after receiving a
value v, from another process p,, a precedent relation “v; —;; v,” holds in the
process p;. The least upper bound v, Li;; v and the greatest lower bound v, M;; v,
are defined for the precedent relation —;; in the process p;.

3.25 Metacoordination

Suppose a process p; takes a value x and then y and another process p; takes y
and then z. The process p; takes x to make an agreement with p, by using the
backward strategy. However, p, takes y. The processes p; and p; can take = or
y as an agreement value but connot take the same value. Thisis akind of live-
lock. In order to resolve the difficulties, we introduce following meta coordination
commands:

1. freeze: aprocess p; does not change the current value v! " at the succeeding
round ¢.
2. back: aprocess p; takes a previous value v} which p; has taken before.

Each process p; takes one of the meta action, freeze or back. If p; is cooper-
ative, p; does not change the opinion by freeze and wait for change of values of
other peers. If p; is salfish, p; just takes a value without issuing freeze and back.
Thus, processes are classified with respect to how each peer cares other peers.

3.2.6 Typesof coordination strategies

At eachroundt;, apeer p; showsaval uefu“ to other peers. Here, each local history
H}" is given asequence (v, v}, ..., vf > There are the following strategies for

zaza ) Vg

each peer p; to take avalue v’ at each round ¢;:
1. Forward (f) strategy: the peer p; takes a value v} which is preceded by

valuesintheloca history H' = (10, ... v,
2. Backward (b) strategy: the peer p; backsto the previous branchable round u
(< t;) and takes anew value v from the local history H* = (v, ... v~ 1).
3. Mining (m) strategy: the peer p; finds arecoverable cut ct = [v]", ... v

inthelocal history H} and proposesthe other pees to make an agreement on
the cut ct. If every peer agrees on the cut ct, the peer p; takes an agreement
valueonthevauesv", ..., v' and terminates.

4. Observation (o) strategy: the peer p; takesthe samevaluev;’ asthe previous
onev! ! a round ;.
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Each peer p; autonomously takes one of the forward, backward, mining, and
observation strategies at each round ¢; as shown in Figure 3.8. Each round is com-
posed of two phases, strategy decision (S D) and value exchange (V E) phases.
In the strategy decision phase, every peer makes a decision on the coordination
strategy. Then, each peer exchanges values in the value exchange (V' F) phase
according to the strategy.

We classify peers into aggressive, passive, cooperative, and fancy types de-
pending on which coordination strategy each peer takes at each round. An ag-
gressive peer p; more frequently takes the forward strategy. That is, the peer p; is
trying to take a new value based on the precedent relations. Passive and cooper-
ative peers do not prefer the forward strategy. A peer carefully observes what the
other peers have so far done. A peer p; first takes the mining strategy to back to
the previous round. Unless successful, the passive and cooperative peers take the
forward and backward strategies, respectively. A fancy peer arbitrarily takes one
of the strategies.

SD

strategy decision

VE

forward backward mining obsevation

Nowb

true

ACi : agreement condition.

agreement

Figure 3.3: Coordination procedure of a peer.
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3.2.7 Inconsistent strategies

Each peer p; first proposes a strategy ps;* and informs the other peers of the pro-
posed strategy ps'‘ at each round t; with alocal history H'* = (9, ... vl 1),

At each round, different peers may propose different coordination strategies.
A pair of proposed strategiesps:* and psj" are consistent with one another iff apair
of different peers p; and p; can take the strategies ps'* and ps;j, respectively. For
example, suppose a pair of peers p; and p; propose the forward strategies ( f, v;)
and (f,v;), respectively. Since a pair of the peers p; and p; can take the values v;
and v;, respectively, the forward strategies (f, v;) and (f, v;) are consistent with
one another.

Suppose a peer p; proposes the mining strategy (m,rc; = [ug, ..., u,]) but
another peer p; takes a different strategy, say the forward strategy (f,v;). In or-
der for the peer p; to take the mining strategy, every other peer has to agree on
the mining strategy. Thus, the mining strategy is inconsistent with every other
strategy. Hence, every peer has to make a decision on whether or not the mining
strategy is taken on receipt of the proposed mining strategy.

Next, suppose a peer p; takes a forward strategy ( f, v;) and another peer p;
takes a backward strategy (b, u;). If p; compensates previous values in the local
history /by backing to the previous round u;, HY = (9, ..., v%™", ..., 07 ™")
stored in every peer p; is also reduced to the prefix H}' = (v], ... L0l (u < ).
If the value v; to be taken by p; depends on avaue v; (s > u) to be compensated,
p; cannot take the value v; after p; takes the backward strategy (b, u;). Thus, the
forward strategy ( f, v;) and the backward strategy (b, u;) are inconsistent. On the
other hand, if v; does not depend on any value to be compensated, the peers p; and
p; can take the forward and backward strategies independently of one another.
Thus, the strategies ( f, v;) and (b, u;) is conditionally consistent.

Next, suppose apair of peers p; and p; propose the backward strategies (b, u;)
and (b, u;), respectively. Thevalues (v}, ..., v/ ") and (v}, ... v ") are com-
pensated and the local histories H;** = (vf, ... vf™") and H7 = (9, ... ,v;‘jfl)
are then obtained in the peers p; and p;, respectively. If acut [u;, u;] is consis-
tent, i.e. for every value v; (s > w;) in H}', thereisno value v; in H;T‘j such that
v; — v; and for every value v; (s > u;) in H]t.j, there isno value v; in H;" such
that v5 — v;, the peers p; and p; can back to the rounds u; and u;, respectively.
Hence, the backward strategies (b, u;) and (b, u;) are consistent. Otherwise, the
backward strategies are inconsistent. Thus, a pair of the backward strategies are
conditionally inconsistent.
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Table 3.1: Consistency among strategies

re
7 0 ——0
uj f
Ui
)z O O
l‘A

backward

Figure 3.4: Mining and backward strategies.

Table 1 summaries the consistency among the coordination strategies. The
conditional consistency among the strategies ps! and ps meansthat ps} and ps
are consistent if some conditionshold. Table 2 showsthe conditions. For example,
apair of peersp; and p; propose the applicable mining strategies (m, [u, . . ., uy))
and (m,[s1,...,s,]), respectively. If [ui,...,u,] = [s1,...,s,], the mining
strategies proposed by p; and p,; are consistent. Next, suppose a peer p; pro-
poses the mining strategy (m,rc; = [uq, ..., u,]). Suppose the peer p; proposes
abackward strategy (b, u). Here, suppose u; < u; as shown in Figure 3.4. Here,
even if the peer p; backs to the round v; the peer p; can take the mining strategy
(m,rcj). Next, suppose p; proposes a backward strategy (b, u!) where u; < u!.
If the peer p; back to the round !/, p; cannot take the mining strategy as shown
in Figure 3.4. Here, the mining strategy (m, [u1, . .., u,)) isinconsistent with the
backward strategy (b, u.').

3.2.8 Resolution among different strategies

At each round, different peers may take different coordination strategies since the
peers are autonomous. Suppose one peer p; takes the mining (m) strategy but
another peer p, takes a different strategy from the mining one. In order for the
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Table 1. Consistency among strategies.
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O : consistent. X: inconsistent. A: conditionally consistent.

peer p; to take the mining strategy, every other peer agrees on the mining one.
Hence, every peer has to make a decision on whether or not the mining strategy
istaken. Each peer p; takes the mining strategy only if every peer could take the
mining strategy. Next, suppose a peer p; takes a forward strategy and another
peer p; takes a backward strategy. If p; compensates previous values in the local
history Hjt.j by backing to the previous round «, the local history H;fj inp; isaso
changed with H}' (u < t;). Then, the peer p; selects a new value from the local
histories [ of p; and 1 of p;.

At the strategy decision (S D) phase, each peer p; first takes a proposing strat-
egy ps.’ and informs the other peers of the strategy ps' at each round ¢;. There
are the following proposing strategies:

e Forward strategy (f, v): the peer p; takes a new value v based on the prece-
dent relations.

e Backward strategy (b, u;,v): p; backs to the previous round u; and then
takes avalue v based on the precedent relation.

e Mining strategy (m,rc; = [ug,...,u,]): p; finds a recoverable cut ct; =
[vit, ... v ]. If every peer agrees on the cut ct;, the peer p; takes a global

r n

agreement value on the cut ct; and terminates.
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e Observation strategy (o, —): p; takes the same values as the previous value

vfiil.

Every peer p; sends a proposing strategy ps;’ and in turns receives a propos-
ing strategy psz-j from every other peer p,. Then, the peer p; selects a strategy
si* for the proposing strategies ps'', . .., pst» which p; receives. First, suppose a
peer p; takes the forward strategy (f, v;) at the strategy decision phase. Another
peer p, takes one of the strategies, forward (f), backward (b), mining (m), and
observation (o) ones. If the peer p; takes the forward strategy ps;j = (f,v;), the
peer p; takes a new value from the local histories H*, ..., H'". Next, if p; takes
the backward strategy (b, u;, v;), the local history H;" in p; is compensated with
H, i.e values vjfl, ..., v;’ are compensated. The peer p; takes a value on
the local histories H}* and HY. Next, if the peer p; takes the mining strategy
(m,rc; = [ug, ..., uy,l), p; hasto make a decision on whether p; takes the mining
strategy on the cut ct; if the cut ct; is obtainable in p;. If ct; in not obtainable in
pi, p; takesanew value in the forward strategy.

Secondly, a peer p; takes the backward (b) strategy if there is a branchable
round u. The peer p; compensates the values to the round « and selects a value
v in P*(v'1). Then, p; sends the backward strategy (b, u,v). If the peer p;
receives the forward, backward, or observation strategy from another peer p;, the
peer p; behaves in the same way as taking the forward strategy. Suppose the peer
p; receives the mining strategy (m,rc; = [uq, ..., u,]) from p;. If thecut ct; =
[v1, ..., vi~] isnot obtainablein p;, the peer p; does not take the mining strategy.
There are two cases, v < u; and u > u, if thecut ct; isobtainablein p;. If v < w;,
the peer p; changes the strategy with the mining strategy (m, ct;). Otherwise, the
peer p; backs to the previous round u in the backward strategy. Here, the peer p;
has to give up taking the mining strategy.

Next, a peer p; takes amining strategy (m, rc; = [uq, ..., u,|) foracut ct; =
(i, ... v, Only if every other peer takes the same mining strategy (m, rc;),
the peer p; backs to the cut ct; and takes an agreement value. Suppose the peer
p; receives the mining strategy (m,rc; = [s1,...,s,]) from another peer p;. If
re; # rej andthect; = [vh, ..., vi"] isobtainablein p;, p; hasto decide on which
cut ct; or ct; to take. Thus, multiple peers may find different recoverable cuts.
Suppose a pair of peers p; and p; find different recoverable cuts ct; and ct; (ct; #
ct;), respectively. The peers p; and p; send cut requests ct; and ct; to every other
peer, respectively, as presented here. Now, suppose the peer p; receives AC K
from every peer and sends AC'K to p;. Here, since p; may receive ACK from
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every other peer, p; sends a confirmation message of the cut ct; to p;. If p, receives
NAK from some peer, p; sends NAK of ct; to p;. Here, the peer p;, sends Agree
of the cut ct, to every peer and every peer p; obtains a value v from the cut ct;.
If p; receives ACK of ct; from every peer, p; also sends a confirmation message
of the cut ct; to the peer p;. Here, each of the peers p; and p; takes either the cut
ct; or ct;. If ct; issmaller than ct; (ct; < ct;), both of the peers p; and p; take the
smaller cut ct;. The peer p;, sends Agree of ct; to every peer. Then, every peer p;
makes an agreement on avalue v for the cut ct; [Figure 3.5].

P; p; b,

Ccr.

(&

ACK

\

Figure 3.5: Resolution of multiple recoverable cuts.

time

Finally, suppose that a peer p; takes the observation (o) strategy (o, —). If p;
receives the forward, backward, or observation strategy from another peer p;, the
peer p; behaves in a same way as discussed here. Suppose the peer p; receives
the mining strategy (m,rc; = [us, ..., u,]|) from another peer p;. If the cut ct;
[0, ..., vi»] isobtainablein the peer p;, the peer p; takes the mining strategy on
the cut ct;.

Every peer p; proposes a coordination strategy ps'* and exchanges the pro-
posed strategies with the other peers. Then, the peer p; selects a strategy s’ for
the proposed strategies ps'', . . . , pst» which p; receives. Thetuple (ps, ..., psti)
of the strategies may be inconsistent. For example, if every proposed strategy
pst is the forward strategy (f,v;), the strategies are consistent, i.e. every peer
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ps;’

ps;

conditions

<f7 u1>

<b7 uj>

1. (b,u;) isapplicable.

or 2. v; does not depend

(0, v;) onavauev; (s > u;)
(V7 #%i vi)-

(b, u;) 1. (b,u;) and (b, u;)
are applicable.
2. [u;, u;] is consistent.
1. (b,u;) and rc; are
applicable.
2. S; S (7R
3. (b, u;) and (b, si)
are consistent for every
peer py..
1. rc; andre; are
applicable.
2. uy, = sy, for every
peer py.

<b, UZ>

Table 3.2: Consistency conditions.

p; can send the value v; to the other peers. On the other hand, if some peer p;
proposes the mining strategy ps': = (m, r¢;) while the other peers propose the for-
ward strategies, the tuple of the proposed strategies are inconsistent, i.e. no peer
p; can take the proposed strategy ps'‘. If apair of strategiesps;’ and ps? proposed
by peers p; and p;, respectively, are inconsistent, either one of the strategies can
be taken.

Now, suppose the proposed strategies (ps'', ..., psir) are applicable in every
peer. If the strategies are consistent, each peer p; takes the proposed strategy ps!'.
Otherwise, the peers have to resolve the inconsistency of the proposed strategies.
We take the following approach toward resolving the inconsistency of the pro-
posed strategies (ps'', ..., pst®) in the paper:

1. If amining strategy pszj = (m,rc;) is proposed by some peer p;, each peer
2. If multiple mining strategies are proposed, each peer p; takes one of the
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mining strategies with the smallest cut. Suppose apeer p; proposesamining
strategy (m,rc; = [s1,. .., s,)) foracutct; = [v)", ..., vi"] and another peer
p; Proposes (m,rc; = [ug, ..., u,)) Withacut ct; = [vf", ... o). If re; =
rc;, the peer p; agrees on taking the mining strategy (m, rc;). If r¢; # r¢;
andthecut ct; = [v]", ..., vi"]| isobtainablein p;, p; hasto decide on which
cut ct; or ct; to take. If ct; precedes ct;, the peers p; and p; take the cut ct;.
Amount of rounds to be compensated for the cut ct; issmaller than ct;. This
means, it takes earliest to compensate the local history in every peer.

3. If abackward strategy (b, u;) isproposed by apeer p;, p; backsto the round
u;. A local history Hjt.j iscompensated in every peer. Here, let G beaglobal
history (H{*, ..., Hi») obtained by compensation of p;. Then, every peer
p; Which proposes a forward or backward strategy takes a new value v; on
the global history GG, so that the precedent relation —Z is satisfied. A peer
p; Which proposes an observation strategy takes the same value v~ as one

taken at theround ¢; - 1. Then, every peer proposes a strategy again.

3.2.9 Behaviorsof peers
At each round ¢;, a peer p; appliesthe following functionsto aglobal history G =
(H},..., H!) where each local history H is (v%,v},...,07 ") (j =1,...,m).

)

e v=LD;(vy,...,v,): local decision function which gives such avalue v that
satisfies the precedent relation on thevalues vy, . . ., v, in the peer p;.

e v =nextLD;(vy,...,v,): anext value which satisfies the precedent rela-
tionsfor thevalues vy, ..., v, istakenin p;.

e u; = find BR;(H]"): abranchableround v; isfound in thelocal history H".

o ct; = findRCy(H}', ..., Hi»): arecoverable cut ct; in the local histories
Hi ... Htisfoundin p;.

o ct; =nextRC;(H', ..., H"): anext recoverable cut ct; for the local histo-
riesH{', ..., Ht~ isfoundin p;.

o AC;i(vq,...,v,) =T if thevaluesuvy, ..., v, satisfy the agreement condition
AC;.



An aggressive peer p; first triesto takeanew valuev! = LD;(vi* !, ... vin—!

in the forward (f) strategy. Then, the peer p; sends a forward strategy (f, v) to
every other peer. If not found, p; finds a branchable round u; = find BR;(H}*) in
the local history H;'. If found, the peer p; sends a backward strategy (b, u;) to ev-
ery other peer. If not found, p; findsarecoverablecut ct; = findRC;(H', . .., Hi»).
The peer p; sendsthe mining strategy (m, [uy, . . ., u,]) to every other peer if are-
coverable cut ct; = [v]", ..., v%"] could be found. If not found, the peer p; sends
the observation strategy (o, —). Thus, an aggressive peer takes the strategiesin the
order (f,b, m,p). Figure 3.6 shows the strategy decision phase of an aggressive

peer p; at round ¢; where H" = (v, ... vl 1),

-

forward
71 7 found
v, :ﬁndLDl.(vf‘ S v ) Send<f,Vi>
not found backward
found
u, = findBR (H! ) send (b, u,)
not found
mining

ct, = findRC,(H}',.. .H! )| Tound

(= [v" ,...,vn"”])

observation not found

send <I’)’l,[u, ..... u, ]>

send <0 ,—>

Figure 3.6: Aggressive peer.

A cooperative peer p; first tries to find a recoverable cut ct; = find RC;(H!*,
..., H»). If arecoverable cut ct; = [v)", ..., v "] is found, the peer p; sends
amining strategy (m, [uy, ..., u,]) to every other peer. If not found , the peer p;
takesanew valuev! = LD;(vi* 7, ... vi»~1). If found, p; sendsthe forward strat-
egy (f,v;). If not found, the peer p; finds abranchable round u; = find BR;(H}").
If found, p; sends the backward strategy (b, u;, v) where v = findLD; (v !, ...,
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u; —1

v, L., vl )L I not found, p; sends the observation strategy (o, —). Thus, a
cooperative peer p; takes these strategiesin the order (m, f, b, p).

A passive peer p; takes the strategies in the order (m, b, p, f). A fancy peer
takes arbitrarily a strategy.

3.3 A history of a peer
3.3.1 History

Each peer p; takes a value while exchanging values with the other peers at each
round as discussed in the basic coordination protocol. A history H! of a peer p; is
acollection of local histories (HY, ..., H. ) at round ¢. A local history H}, isa
sequence (v?, v}, ..., v!™ 1) of valueswhich apeer p; has taken until round ¢ from

the initial round 0. A local history H; is a sequence of values (v}, v}, . .. ,vj.‘l)
which a peer p; has received from another peer p; until round ¢ (j = 1, ... n,
i # j). Here, H; = H}, since we assume the network and every peer to bereliable
and every peer surely receives every value sent in the sending order by another
peer. Initidly, HZ.Oj =¢(j=1,... n). Anotation Hfj|u shows a value vj’ which
a peer p; receives from a peer p; at round u (u < t). HJ|, shows avalue v}
which the peer p; takes at the round «. Suppose a peer p; receives values a, b, c,
d, and eat rounds0, 1, 2, 3, and 4, respectively from another peer p,. Here, Hfj =
(a,b,c,d,e). H}]s=c,

Let H be asequence (z1,...,x,) (m > 1) of values. Here, avaue z; isre-
ferred to as precede another value z;, (z; = x3) if | < h inthe sequence H. A
notation “ H + =" shows a sequence (z, . . ., x,,, x) Of values obtained by adding
avalue x to the sequence H. A subsequence (zy,...,z;) (I < m) is a prefix
of the sequence H. A subsequence (xy, ..., x,) (1 < k) is a postfix of the se-
quence H. For example, let H be a sequence (a, b, c,d, e) of values. A pair
of subsequences (a, b, ¢, d) and (¢, d, e) are a prefix and postfix of the sequence
H, respectively. H + (yi,...,y) =((-.. (H+y) +y2) ... ) +y-1) +y =
(X1, Ty Y1y - -5 y1)- “H - 2" givesaprefix (zy,...,x,_1) of asequence H =
(x1,...,x). H-{x),...;xm) = (.. (H-2zp)-Tm-) ...) -z, for asequence
H={x,...,2,) andl < m. For example, H + (f,a) = ( a,b,c,d,e, f,a ) and
H-(d,e)={a,b,c)

A value z may occur multiple times in a sequence H of values. Let Hfj ]
show a subsequence (z, . .., ) of instances of a value = in aloca history H7;.
| H};[]| isthe number of instances of avalue r inalocal history H};. For example,
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let H}; be asequence (a,b,z,c,d,z, e, f) of values. H[x] = (z,z), H[c] = (c),
|Hz7j[x]| =2, and |Hz7j[c]| =1.

A peer p; takes a current value v} after obtaining atuple (vi™*, ... vft) of
values from the other peers py, ..., p,,, respectively, at round ¢. Let ¢!, indicate the
current value v;. Then, the peer p; sends the value v} and receives avalue v from
another peer p;. Let ¢j; be avalue v} which the peer p; receives from the peer p;
at round t. At round ¢ + 1, thelocal history Hfjl of apeer p; isobtained as H}; +
iy (F ) = (v, 05, ... ,v;_l,v§> (j=1,...,n).

For a pair of values v; and v, in alocal history Hfj, vy precedes vy (v =
vg) if apeer p; receives the value v, after the value v, fromapeerp; (=1, ...,
n). Suppose there are apair of values v, and v, in alocal history Hj;. If apair of
valuesv; and v, arein thelocal history Hfj and the value v, E-precedesthe value
vg inapeer p; (vy —>f vg), the value v, precedes the value v, (v; =; v2) in the
local history Hfj. However, even if v —>f v, V2 = v; might hold in the local
history H};. A peer p; may take aless preferable value at some round.

3.3.2 Methodson ahistory

A peer p; takes avalue and receives values based on the history H/ at each round
t. Let Dy show a set of possible sequences of values obtained from the domain
D;. Here, H}, € D; for every local history H,.

We introduce the following coordination methods on the history H! [Figure

3.7]:
1. forward: D — D}. For asequence H, in D}, H, isaprefix of forward(H,).

2. compensate: D — D. For a sequence H; in D}, compensate(H,) is a
prefix of H;.

3. null: D — D;. For asequence H, in D}, null(H,) = H;.

Let H, be asequence ( vy, ..., v, ) of values. forward(H,) = (vy, ..., U,
Uma1, - - -, v). Inthe forward method, a sequence (v,,+1, . . ., v;) is added to the
sequence Hy,i.e. Hy + (vy11, - - ., v;). compensate(H,) givesaprefix (vy, ..., vx)

(kK < m) of the sequence H;. This means, a peer p; backs to the previous state
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forward: <U;, ... Uy> = <U;, ... Uy, Uyyy, ... Up
compensate: <U;, ... Uy, ... ,Up> —> <U;, ... | Up>

null: <vUp, ... Uy> = KU, ... U,»>

Figure 3.7: History methods.

with ahistory H, by withdrawing the values v, 1, . . ., v,,. In the null method, no
new valueistaken at round ¢, null (H,) = H;.

Each peer p; takes one of the coordination methods at each round as shown in
Figure 3.8. If apeer p; takes the forward method, the peer p; selects a new value
vl at round ¢ as presented in the basic coordination procedure. In the forward
method, a value v is taken and added to the history Hy, i.e. (vq,...,v,,v). If a
peer p; takesthe null method, the peer p; does not select anew value at round ¢. If
apeer p; takes the compensate method, the peer p; backsto apreviousround i + 1
where values taken from the round & + 1 to the present round are withdrawn.

history methods

forward null compensate

Q&}\ false

true

ACi : agreement condition.

agreement

Figure 3.8: Coordination procedure of a peer.
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3.3.3 Compensation

A peer p; can back to the previousround u by compensating ahistory H! at current
round ¢ (u < t). In some meeting of multiple persons, there may be some rule
that each person can withdraw his remark but cannot withdraw a special remark
“no”. Thus, thereis some value v which a person cannot withdraw after the person
showsthevaluev to others. A value x isreferred to as primarily uncompensatable
in apeer p; iff the peer p; cannot withdraw the value = after showing the value x
to the other peers, i.e. the value = cannot be withdrawn in the history. Otherwise,
avalue is primarily compensatable in a peer p;. Let us consider alocal history
HY = {a,b,c,d,e) of apeer p;. Suppose avalue cis primarily uncompensatable
and the other values are primarily compensatable in the peer p;. Here, the values
d and e can be compensated but the value ¢ cannot be compensated. Although the
values a and b are primarily compensatable, neither the value a nor the value b
can be withdrawn because the value ¢ preceded by the values a and b in the local
history H is primarily uncompensatable.

[Definition] Inalocal history HY = (9, ..., v¢ !, ..., v!™!) of apeer p;, avalue

v~ ! isreferred to as uncompensatable iff the value v}~ is primarily uncompen-
satable or some value v; (v}~! = v;) preceded by the value v}~ is uncompensat-
able. A vaI ueu’"" is compensatableiff v*~* is not uncompensatable in the local
history H

A sequence (W), v}, ... v isreferred to as uncompensatable iff the value
v~ is primarily uncompensatable or the subsequence (v, ..., v!"?) is uncom-
pensatable. A peer p; cannot back to the previous round « at round ¢ (u < t) if a
value v; (u < s < t) isuncompensatable in the local history H,.

In the example, the local history Hi = (a,b, ¢, d, €) is uncompensatable, be-
cause the value c is primarily uncompensetabl e. The subsequence (d, e) is com-
pensatable. Inalocal history HY, = (22, v}, ..., v/™!), an uncompensatable value

t—1

v} iIsamost recently uncompensitableval ueiff asubsequence (v, ... v! ) is

et

compensatable as shown in Figure 3.9. A compensatable postflx( ““ R P
is referred to as maximally compensatable subsequence of aloca hlstory Hl =
(W vk, .. ol Y iff aprefix (v, v}, ..., v isuncompensatable. Inthelocal his-
tory H} = (a, b, c,d, e), the value c is the most recently uncompensatable value. A
postfix (d, e) isthe maximally compensatable subsequence of H}. A postfix (e)

is compensatable but not maximally compensatable.

At round ¢, a peer p; takes a value v! from the tuple (vi™! ... v'~1). Here,

49



t 0 1 utl t-1
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uncompensatable compensatable

O : most recently uncompensatable value

Figure 3.9: Most recently uncompensatabl e sequence.

ol =P ol Suppose vl =P ol ie vf = v!7! NP vi~!. Suppose the peer p;

withdraws the value v/ . If apeer p; takes another value v (# v/ "), the peer p;
may take a different value from the value v} depending on the value v. Hence, if
the peer p; compensates the value vjfl, the peer p; has to compensate the value
vl since the peer p; takes the value v which is obtained by applying the local
decision function L D; to the value vjfl.

[Definition] For each value v} at round ¢, aminimal domain M D(vf) isdefined to
be a subset of valuesin the tuple (v™", ..., v™") suchthat v} =17 /(7 and
Ui # T penpot)—y @ fOr every valuey in M D(vy).

If any value in M D(v!) is omitted, a least upper bound (lub) of values in
M D;(v}) isnot the value v!. A value v} isreferred to as depend onavalue v~ in
apeer p; (vl ' F o)) iff 0!t € MD(0)).

It is straightforward for the following theorem to hold from the definitions.
[Theorem 1] A value v! isrequired to be compensated in a peer p; if at least one
valuein the minimal domain M D(v}) is compensated.

[Theorem 2] If a value v} is uncompensatable in a peer p;, every vaue in the
minimal domain M D(v}) is uncompensated.

[Proof] Let v be avalue in the minima domain M D(v!), v ; v!. Suppose the
value v is compensated in some peer p;. The peer p; might take another value v’
(# v) after compensating the value v. The value v} might not be the least upper
bound of M D(v}) sincethevalue v’ isnot in M D(v}).

3.3.4 Constraintson values

In some meeting, thereisarule on how many times each person can say aremark.
For example, each person can say “no” at most once in some meeting. Thus,
each valuev inadomain D; is characterized in terms of the maximum occurrence
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M O;(v). The maximum occurrence M O;(v) shows how many times a peer p; can
take in an agreement procedure. If M O;(v) = 1, a peer p; can take a value v at
most once. If apeer p; had so far taken avalue v or fever timesthan MO;(v), i.e.
|HL[v]] < MO;(v), the peer p; can take avalue v again at round ¢. If MO;(v) =
00, apeer p; can take avalue v as many times as the peer p; would like to take.

At round ¢, a peer p; takes a value v! in the forward method on a history H.
Here, the value v} has to satisfy the following conditions:

[Conditions of possible values]

1. For every value z inthelocal history HY,, v —F v?.

2. |Hj[vi]] < MOi(v))-

Let P!(v!") show aset of possible values which a peer p; can take at round ¢.
The set P(v!~") is defined from the conditions as follows:

Pl Yy ={v | |H,[v]| < MO;(v) and for every valuex in H:, vi™! —E v

) Y1

A value v is not included in the possible value set P{(v:™?!) if |HY [v]| =
MO;(v). Then, the peer p; takes a value v! in the set P!(v/™") if Pi(vl™") #
¢. Then, the peer p; sends the value ! to the other peers. If P/(v!™ ') = ¢, thereis
no value which the peer p; can take at round ¢ in the forward method after taking a
valuev! ™! atroundt - 1. Here the peer p; hasto take another coordination method,
null or compensate. If | P!(vi~")| > 2, the value v/ ™! isreferred to as branchable
at round t. Evenif avaluev! ™" isbranchablein the domain D;, i.e. |Corn;(v!™1)|
> 2, thevalue v/~! may be taken in previous rounds of the local history H,.

3.4 Back-warding strategies

34.1 Cuts
Let §; show the current round of a peer p;. A peer p; has aloca history Hfl =
(W2, v}, ..., vy a round §;. Since a peer p; may compensate a local history

HY,“6; = 6,;” does not dways hold for every pair of peers p; and p;. A history

Y isatuple (H, ..., HY, ..., H>) of local histories.

i1t

51



[Definition] A cut of ahistory H?' isatuple of values (v!', ..., vi") wheret; <
o;foreachj =1,... n.

A cut (vl R > isreferred to ascurrent iff ¢; = ¢, for every peer p,. A cut
(vi', ... vt isreferred to as concurrent iff each value v} istaken at the same
round. A current cut is concurrent
[Definition] A cut (v', ... i) of ahistory HY is satisfiablein a peer p; iff the
cut (v', ..., vl") satisfies the agreement condition AC;.

Since every peer p; is assumed to have the same agreement condition AC; =
AC' in this paper, asatisfiable cut in some peer is also satisfiable in every peer.

In the coordination protocol presented in the preceding section, apeer p; takes
aforward function, i.e. takes a new value. However, even if the current cut is not
satisfiable, there might be a satisfiable cut in a history H ;" 5 Suppose the current
cut (v - U v} isnot satisfiable but another cut (vi', ..., vl") issatisfiableina
history H/ Here, if every peer p; backs to the previous round ¢; + 1 by compen-
sating the local history HY' (i =1, ..., n), al the peers py, . .., p, can make an

agreementonavaluev—GD(v )forthecut<v§1,...,vfln).
[Definition] Let H;’ be a local hlstory < vy, Z,...,vfl”1> of each peer p; (1 =
1,...,n).A(:utct—<v1 ,...,ul) isobtainablein apeer p; iff apostfix (vt ... v

of thelocal history H Z‘i is compensatable in the peer p;.
A peer p; can back to the previous value vy if there is an obtainable cut

(Wi, ot ol Acut et = ()L o vin) is obtainable iff the cut cf is ob-
tainable in every peer. A cut ct = (v}, ..., v’") ismaximally obtainablein apeer

p; iff the cut ct is obtainable in the peer pt, i.e. apostfrx (ot iy s

e}

compensatable, but a postfix ( v!*, v} ...,v5i ) of the local history H’' isnot

Z ? Z 3

compensatable. A cut ct = (v}', ..., vf") is maximally obtainable iff the CUt cf is
maximally obtainablein every peer p;.

Let ct beacut (v!',... o) inahistory H%. The cut ct is obtainable if the
following conditions hold:

[Obtainability conditions]

1. Letmru,; bethemost recently uncompensatablevalueinalocal history H; ‘57
A valuev 7 inthe cut ct precedes the value mru; in H ' (mru; = v J)

2. Let v, mean avalue from a peer p;, in the minimal domain MDj(fu;.f), i.e
v/ depends on vy, (v, -5 v;’). From each value v inthe cut ct, every value

v INMD; (vf) preced%avaluev in the local hlstoryH ' (vp = vf) as
shownin Frgure3 10.
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mru

(® : most recently uncompensatable value.

O :valueinacut ct.

®+-0

Figure 3.10: Obtainable cut.

Even if acut ¢t = (v!!,... vi) satisfies the agreement condition AC;, the
previous value v;* may not be obtainable in some peer p;. We have to find a cut
which is not only satisfiable but also obtainable in each peer p;.
[Definition] A ct = (v!', ..., v'n) isreferred to asrecoverable in a history H’' iff
the cut ¢t is satisfiable and obtainable in a peer p;. A cut ct isrecoverable iff the
cut ct isrecoverablein every peer p;.
[Theorem] If there is arecoverable cut ct = (v!', ... vi») inahistory H, every
peer p; can make an agreement on the cut ¢t by backing to the previousround ¢; +
1.
[Proof] Thecut ct = (v}, ..., vi") satisfies the agreement condition from the as-
sumption. Each peer p; can back to the previous round ¢; + 1 since the cut ct is
obtainable in the peer p;.

In a history Hf there might be multiple recoverable cuts ctq, . . ., ct,, (m >
1). Every peer p; has to take the same cut ct; out of the possiblecutsct, . . ., ct,,.
Let ct, and ct, be apair of recoverable cuts (vil!, ..., vi") and (', ..., c2r) of
a history H?, respectively. First, the cut ct; is referred to as precede the other
cut ct, in the history HY' (ct; — cty) if t1; < to; for every peer p; (=1, ..., n).
Otherwise, a pair of the cuts ct; and ct, are referred to as intersect. Figure 3.11
shows a history Hf and three cuts ct4, ct, and cts. Here, the cut ct; precedes the
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other cut cty (ct; — cts). The cuts ct; and ct, intersect and the cuts ¢ty and cts
also intersect. Suppose there are a pair of recoverable cuts ct; and ct, in ahistory
Hf Here, each peer p; hasto make adecision on which cut ct; or ct, to be taken.
In this paper, each peer p; takes the cut ct; if the cut ct, precedes the cut ct; in
the history Hf (cto — ct1). Next, suppose a pair of the cuts ct; and ct, intersect
in the history H’. Here, we introduce the weight |ct| for acut ct = (v!', ... i)

rrn

.....

smaller than another cut ct, (cty < cty) if |cty| < |cta]. The cut ¢ty istaken if the
cuts ct; and ct, intersect and the ct; is smaller than the cut cto (|ct| < |ctq]). Let
CT beaset of recoverable cutsin ahistory H . A cut ct isreferred to as maximal
in the history H?" iff there isno cut ct’ in the history H?* where ct precedes the
cut ct’ (ct — ct’). Each peer p; selectsacut ct inthe set CT asfollows:

[Select (CT)]

1. Let MCT beaset of maximal cutsin the set C'T" with respect to the prece-
dent relation —.

2. A smallest cut ct is selected in the minimal cut set MCT.

H11 —e ° *—
ct
ct, I
le —e ® S
H —e ® *—

Figure 3.11: Cuts.

This selection rule means each peer takes a more recent cut to reduce the
number of values which to be withdrawn.

The cuts can be also ordered in the preference of each peer. A cut ct; = (

it L ol ) isreferred to asmore preferablethan another cut ct, = (vi2', ... vin
. to; P tij toj (P t1j -
) (et = cty) iff vy <7 v} oruy? |7 vy for every peer p; (j =1,...,n). The
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cuts ct; and ct, are preferentially independent (ct; | ct,) iff neither ¢ty < ¢ty nor
cty = cty. A cut cty isreferred to as preferentially superior to another cut ct,
(ctr = cta) iff ety | ety and [{vy; | vy =P 07} = Hoa | oif <F 05k} The
cut ct; includes more preferable values than the other cut ct,. A cut ct istaken by
every peer in the selection rule Mselection(CT):

[Selection rules: Mselect(CT)]

1. Let MPC be aset of cuts which are maximally preferable in the cut set
CT.

2. If MPC # ¢, one cut ct is selected in the set M PC, i.e. where ct isthe
smallestintheset M PC.

3. If MPC = ¢, ct = Sdlect(CT).

A local history H'’ of a peer p; at round t; is a sequence (v%,v},...,v7"")
of values which each peer p; takes until round ¢; (j = 1,...,n). v; precedes v}
iff s < u. The value vjfl is current and the other values are previous in H;j.
(vf, ..., vy and (v}, ... ,v;fl) (0 <u < t; — 1) are prefix and postfix of HY,
respectively. Suppose a peer p; receives values a, b, ¢, d, and e from another peer
p;. Here, H? = (a,b,¢,a,d, ¢). (a,b, c) isaprefix and (d, e) isapostfix of H?.

For each value v in the history H ;7 let V*(v}) show a package of vj'. That
means, apeer p; sendsthe package V;*(v}’) and takesthe primary value v at round
Uu.

A global history G is a collection of local histories (H}', ..., Hi"). Ina
global history G' = (H!*, ... H') where H = (10,..., v ") (i=1,...,n), a

tuple [z}, ..., z%"] of valuesisreferred to as cut, where u;, < t, and each value
z;* isinapackage V" of alocal history H,* fork=1,...,n. Acut [z}, ..., %]
issatisfiableif thevalues 27", ..., x’» satisfy the agreement condition AC'.

Let cu=[z1",..., 2% ] andcs = [yi*, ..., yo"] beapair of satisfiable cutsin a
global history G = (H{*, ..., Hi») wherev; < t;and s; < t;fori=1,... n. The
size |cu| of the cut cu isgivenas > ", (¢; - u;). A cut cu issmaller than another
cut cs (cu < es) iff |cu| < |es|. The cut cu precedes another cut ct iff u; < s; for
i=1,...,n. Acutcu = [y",...,y"] ismaximally satisfiableiff ¢t is satisfiable
and there is no satisfiable cut ct> which precedes ct in aglobal history G. A cut
cu is maximally satisfiable iff cu is satisfiable and there is no satisfiable cut cu’

which is smaller than cu.
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Figure 3.12: Multiple cuts.

Figure 3.12 (1) showsthe history of three peers p+, p2, and p; after exchanging
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packages with each other. At each round k, each peer p; sendsapackage V¥ which
including a pair of values. For example, the peer p, sends a package V! = (a, )
where a value a is primary and b is secondary. In Figure 3.12 (2), each peer
takes the single-value exchange scheme to send the same values as Figure 3.12
(2). Inthis example, each peer has five different values in the value domain D =
(a, b, c,d, e). The E-precedent relations between valuesin each peer p; asfollows:

pr:a—>b—c—d—e
P c—>e—b—a—d
p3: b—e—c—d—a

In the multi-value exchange scheme, according to the precedent relation between
values, the peers p;, p» and p; send packages V! = (a,b), V3! = (c,e), and V! =
(b, ) to the other peers at round 1, respectively. On the other hand, in the single-
value exchange scheme, the peers p,, p» and p3 send values a, ¢, and b to each
other at round 1, respectively. In the multi-value exchange scheme, as shown in
the Figure 3.12 (1) after two rounds, the peers detect two satisfiable cuts ct; =
[c,c,c,] and cty =[b, b, b] in the history, respectively. Therefore, the peers makes
agreement on the cut ct,, because ct, isthe smallest cut among satisfiable cuts. In
the single-value exchange scheme, as shown in the Figure 3.12 (2), it takes three
rounds to detect the same satisfiable cuts. Following the example, it is obvious
that, by using the multi-value exchange scheme, we can significantly reduce the
overal time consumption.

In this paper, we consider the binary package V;' only contains two values.
After evaluating the scheme, we would like to extend it to a multi-ary package
which can include more than two values.

[Definition] A cut [vj*~", ..., v%»~1] is consistent in a global history G = (H{*,
..., HY») iff thereis no value v; in apackage V,” (v5’) (s; < u; — 1) such that v’
—ivjandu; —1 <.

3.4.2 Re-sdectablevalues

Suppose a peer p; takes a maximal value v! in the domain D; in the forward
method at round ¢. At round ¢ + 1, the peer p; cannot take another value since
the value v} is maximal in the domain D,. Here, the peer p; has to go back to
the previous round « by the compensation method and takes another value. We
discuss to which previous round the peer p; can compensate the history H! at
round ¢.
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Suppose a peer p; takes values vf, v}, ..., v¥, ..., 0P !

Uy 27" inthe local history
HY%. A peer p; takes a value v " after taking a value v*. If there is only one
value v which follows the value v¥, i.e. v* —F vt the peer p; cannot take
another value different from the value v at round u. Hence, it is meaningless
to compensate a subsequence (v, ... v%~!) intheloca history H:, i.e. goes
back to the previous round « + 1. On the other hand, suppose there are multiple
vaues vy, ..., v, (m > 2) which the value v precedes, i.e. v¥ =¥ v (I =1,
..., m). Suppose the peer p; takes avalue v, aSUZ.‘“ inthevalues vy, ..., v,. If
the postfix (v2*!, ... v%~!) inthe local history H’' is compensated, the peer p,
takes another value vy, (# v;) where v* —£ v, by backing to the previous round «
+1
Each time the peer p; backs to the round u + 1, the peer p; hasto take avaue
in Corn;(vy*) which has not been so far taken. For each branchable value v}, let
Used,;(v}') indicate a set of valuesin C'orn;(vi*) which the peer p; has taken until
round u + 1. If avalue v} isfirst taken at round u + 1, Used;(v}*) = ¢. The peer p;
takes the forward method and eventually backs to the round ¢ + 1. Then, avalue
v in Corn;(v}') is taken. Here, Used;(v}') = {v}. Suppose the peer p; backs to
the previous round u + 1. Here, the peer p; takes avalue v in Corn;(v}") but not
in Used;(v}) which satisfies the possible value condition, i.e. v € Corn;(v}) -
Used;(v}). The set P!(v%) defined in the previous subsection is redefined as
follows:

P ={ v | v € Corn;(v¥) - Used;(v¥) and | H [v]| < MO;(v) }.

Then, the value v is added to the set Used;(v}"). A value v} isreferred to as
branchablein the history Hf iff P (vl) # ¢
[Definition] Let H ) bealocal history (v, v}, ..., v%, ..., v% ") of valueswhich
a peer p; has taken until round §,. A value v} is referred to as reselectable in
the history H? iff v* is branchable in H? and a subsequence (v, ... v7 1) is
compensatable.

By compensation, a peer p; can back to a re-selectable value v} taken at the
previous round u + 1. Then, the peer p, takes a new value in the possible value set

P ) = Corng(vl) - Used;(vl).
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Chapter 4

Distributed Agreement Protocols

4.1 Value exchange schemes

4.1.1 Singlevalue exchange scheme

A group is composed of reliable peers interconnected in a reliable network. A
domain D; of apeer p; isaset of possible values which p; can take. In this paper,
we assume every peer p; hasthe samedomain D, (= D). Each peer p; takesavalue
v~ in D; and sends v/~ to the other peerspy, . . ., p, a each round ¢;. Unless

the tuple (vi* ', ... vl»~1) satisfies the agreement condition AC; all, majority,
weighted majority, some, and consonance ones [43, 44], a peer p; sends another
value ;. Until AC is satisfied, this procedure is iterated.

A value should be more expensive than the previous val uesin auction systems.
Thus, some values can be taken but the other values cannot be taken after avalueis
taken. A value v, existentially (E-) precedes another value v, in apeer p; (v; —F
vo) if and only if (iff) p, is allowed to take v, after v,. We assume the precedent
relation —Z istransitive. v; and v, are E- incomparablein p; (v,|Fuv,) iff neither
vy —F vy nor vy —F ;. Thepreferentially (P-) precedent relation — 2 [42, 43, 44]
is also defined. In this paper, we consider only the E-precedent relation —F for
simplicity.

A value v; ismaximal and minimal with respect to therelation —>f iff thereis
no value v, such that v; —F vy and vy —F v, in D;. A vaue v, istop and bottom
with respect to the relation —F iff v, —F v; and v; —F v, for every value v,
in D;. Let Corn,(z) be aset of values { y | = —F y } which p; can take after
avalue z in D;. A least upper bound (lub) of values v; and v, (v; UF v,) isa
vaue vz in D; such that v; —F w3, vo —F v3, and there is no value v, such that
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vy —=F vy =F vy and vy —F vy —F vy inapeer p;. For example, apair of peers
p; and p; take v; and v; at round ¢, respectively. A greatest lower bound (glb) of
vy and vy (vy NP vy) issimilarly defined.

At round t;, a peer p; takesavalue v}’ from thetuple (vii™! ... v%~1) where
vf = v{~! P v!~! for some peer p;. Here, suppose the peer p; compensates the
value vi~". If p; takes another value v (# v} ™), p; may take a different value
from v! depending on the value v. Hence, the peer p; has to compensate the value
vt since p; takes v} from the value v}ff’l by using the precedent relations. For
avalue v!* at each round t;, a minimal dominant domain M D(v}’) is a subset
of valuesin the tuple (v;'~',...,vjp ') such that vi' = M7 /7 and of #
H{SIGMD(U?)fyx for every value y in M D(v}").

[Definition] A value v;' depends on avalue vy~ in a peer p; (vi ™' =; o) iff

il e M D(v).

J

4.1.2 Multi-value exchange (MVE) scheme

In an agreement protocol, each peer sends one value to the other peers at each
round [42, 43, 44, 53]. To more efficiently make an agreement among peers, we
newly consider a multi-value exchange scheme. Here, at each round where peers
exchange the proposing values with each other, each peer p; sends a package of
values to the other peers. In the package, not only a proposing value but also ad-
ditional candidate values are included. In previousworks[42, 43, 44], we mainly
discuss the single-val ue exchange schemes where each peer sends only one value
to the other peers at each round. By using the multi-value exchange scheme, we
can more efficiently detect a value which satisfies the agreement conditions. We
can significantly reduce the overall time overhead of the agreement procedure.

In the multi-value exchange scheme, each peer p; sendsa set V! of values to
the other peers at round ¢. The set V! is referred to as package of values. The
valuesin the package V! istotally ordered in the preference as (vih, ..., v/™) (m;
> 1) where v! is referred to as primary, i.e. most preferable value and v isthe
k" preferable value. For every value v!* in the package V', vt —F uf¥,

At each round ¢, a peer p; receives the packages V{,. .., V! from the peers
p1,--.,pn @ shownin Figure 4.1. Here, if thereisatuple (vq,...,v,) € (V{ x

- x V) of values which satisfy the agreement condition AC, every peer p;
makes an agreement on the tuple (vy, ..., v,) and then take an agreement value.
There may be multipletuplesin V! x - - - x V! which satisfy agreement condition

AC. Here, let ord(v;) denote the preference order of avalue v, in a package Vjt.
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For example, ord(v!*) is k in a package V' = (v!',. .. ,v§m1>. Let (x1,...,2,)
and (yi,...,y,) be apair of tuplesin the direct product V} x ---x V. Here,
(T1,...,2,) is more preferable to (yi, ..., y,) if Y21 ord(z;) < 377 0rd(y;).
Each peer p; takes the most preferable tuple which satisfies the agreement condi-
tion AC.

If there is no tuple satisfying the agreement condition AC', each peer p; finds
values which is E-preceded by the primary value v!! in the package V. At round
t + 1, each peer p; sends package V;'*! where every value is E-preceded by the
value v, In this paper, we assume each package V; can include at most two
values, primary value v}, and secondary value v;, for smplicity.

The application layer of each individual peer makes a decision on what value
the peer can take at the next round. In addition, the agreement condition of the
group is decided according to the purpose of the group, like majority decision and
so on. If the peer could not change the primary value after the current round,
for example, the peer p; takes the primary value v;, and sends the value package
(ViasVia) tO the other peers. By analyzing the value package which receives from
each other, it isnot difficult for each peer p; to find that, the peer p; will not change
its primary value v;, from now on. In traditional single-value exchange schemes,
it takes one more round to find out that, the individual peer has reached the final
decision value.

Let us consider a group G of multiple peers py, ..., p, (n > 1). The domain
D; isaset of possible values which a peer p; can take. In this paper, we assume
every domain D; isthesame D (i = 1,...,n). First, each peer p; shows a value
vy in D to the other peers. If the peers do not make an agreement on the values,
each peer p; takes another value vy in D. Here, ther are values which p; can take.
A value v, existentially (E-) precedes another value v, in apeer p; (v —F vy)
if and only if (iff) p; is allowed to take v, after vy [42, 43, 44]. v, and v, are E-
incomparablein p; (vy|Fuvy) iff neither v; = vy nor v, —F v,. Let Corn;(z) be
a set of values which a peer p; can take after avalue z, i.e. {y |z —F y}. The
preferentially (P-) precedent relation v, —2 v, [42, 43, 44] isalso defined to show
that p; prefers v, to v, if p; can take any of v; and v,. In this paper, we consider a
static group where each peer p; does not change the domain D, and the precedent
relations —F and —7.
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round t-1 round t

D : package O :value
Figure 4.1: Multi-value exchange.

Suppose each peer p; can have a subset 7; of initial values (I; C D;) which p;
would like to take in the agreement procedure. Let PV; be a set of values U,¢;,
Corn;(z), which shows a subset of possible values which a peer p; can take at the
initial round. If thereisasatisfiabletuple (vy, ..., v,) € PV} x ---x PV, which
satisfies the agreement condition AC', every peer can make an agreement on the
tuple. Here, the group G of the peers are agreeable for the agreement condition
AC. Suppose there are a pair of satisfiable tuples (z1,...,x,) and (y1,..., yn).
If 2; =F y; or oy |F y; fori=1,... n, thetuple (x4, ..., z,) precedes the tuple
(y1, .., yn). Supposeapair of satisfiabletuples (z1,...,z,) and (y1,...,y,) are
not preceded. If z; —F y; or x; [Py, fori=1,... n, thetuple (zy,...,z,) is
more preferable than the tuple (1, . . ., y,,).
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Dy={v,, ...,v,}

> n

Figure 4.2: Maximal-value exchange (XVE) scheme.

Dy={v,, ...,v,}

Figure 4.3: Single-value exchange (SVE) scheme.

In the basic agreement protocol, each peer p; exchanges the value set PV;
with the other peers. Then, each peer p; finds the most preceded, preferable tu-
ple in the direct product PV; x ---x PV,. It takes just one round to make an
agreement. Thisisamaximal value exchange (XVE) scheme [Figure 4.2]. At the

63



Dy={v,, ...,v,}

> n

Figure 4.4: Multi-value exchange (MVE) scheme.

other extreme, each peer sends only one value in PV; like the simple protocols
[42, 43, 44, 53]. Each peer p; hasto show avaue z after y wherey —F . This
isasingle value exchange (SVE) scheme [Figure 4.3]. There is a multi-value ex-
change (MVE) [Figure 4.4] schemein between XV E and SV E. Here, each peer
p; sends asubset V; of PV to the other peers. At each round ¢, each peer p; sends
a package V; of possible values to the other peers. Values in V; are ordered in
the preference. The top value of the package is the most preferable value named
primary one. The others are secondary ones. On receipt of the package V; from
every peer p;, each peer p; finds a satisfiable tuple of valuesin a collection of the
packages Vi, ..., V.

Suppose a pair of peers p; and p, have possible values ¢ and b and possible
values b and ¢, respectively. If p; and p, show values a and ¢, respectively, the
peers show different values a and ¢ in the SV E scheme. Here, the peers p; and
p2 cannot make an agreement even if the peers have the satisfiable value b. It
takes more than one round to show multiple possible values to the other peers.
Furthermore, depending on an order in which each peer shows valuesto the other
peers, the peers may not make an agreement. The peer p; sends a package V; =
{a,b} and py sends V = {b, ¢} in the MV E scheme. On receipt of the package
V3 from p,, the peer p; finds that the other peer p, can aso take the value b. Then,
the peers p; and p, agree on the value b. Thus, by taking advantage of the MVE
scheme, each peer p; obtainsone or more than one possible value from every other
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peer a one round. Then, each peer p; can find a satisfiable tuple of valuesin a
collection of the packages V1, . . ., V,, which p; has received from the other peers.
The more number of values are exchanged at each round, the shorter it takes to
make an agreement and the higher possibility every peer makes an agreement but
the more communication overhead and processing overhead might be implied.
Thereisatrade off point between the size of a package and the overhead time and
availability.

If there is no satisfiable tuple, each peer p; finds values which is E-preceded
by the primary value v{! in the package V;!. At round ¢ + 1, each peer p; sends a
package V;'™! where every value is E-preceded by the primary value v!* in V. In
this paper, we assume each package V' can include at most some number K (>1)
of the possible values; the primary value v{! and secondary valuesv!?, ... vt in
order to increase the performance and make the implementation simple.

The application layer of each individual peer makes a decision on what value
the peer can take at the next round. In addition, the agreement condition AC' is
decided according to the purpose of the group like mgjority decision.

4.2 Multipoint relaying (MPR) scheme

4.2.1 Basicalgorithm

A group G is composed of multiple peers processes (peers) p1,...,pn (n > 1)
which are interconnected in P2P overlay networks[58]. In a scalable P2P overlay
network, each peer cannot directly send a message to every other peer of agroup.
Each peer can only send a message to its neighbor acquaintance peers [36]. In
one approach to broadcasting a message, a peer p; first sends a message to every
neighbor peer p,. On receipt of amessage, the peer p; forwards the message to the
neighbor peers. Thisis a pure flooding scheme [60]. However, the pure flooding
scheme implies the huge network overhead due to the message explosion.

The concept of “multipoint relaying (MPR)” scheme is developed to effi-
ciently broadcast messages [59]. Here, on receipt of a message, a peer forwards
the message to all the neighbor peers but only some of the neighbor peers for-
ward the message to other peers. Each peer is assumed to know not only the first
neighbor peers but also the second neighbor peers. First neighbor peers are ac-
guaintance peers with which the peer p; can directly communicate. The peer p;
is assumed to know every second neighbor peer, but cannot directly communi-
cate with it. By taking into consideration the second neighbor peers in addition
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to the first neighbor peers, each peer selects a subset of the first neighbor peers
only which forward the message. The selected neighbor peers are referred to as
relay peers. The other neighbor peers which just receive the message and do not
forward the message are leaf peers. Since the number of messages transmitted
can be significantly reduced, the MPR scheme provides an adequate solution to
reduce the overhead to broadcast messages in P2P overlay networks. Every |eaf
peer just receives amessage from arelay peer while every relay peer forwards the
message to the neighbor peers.
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o / \. .
o 0O ™~
O O
A e
O O
© © Q : requesting peer
@ : relay peer
QO : leaf peer

Figure 4.5: Multipoint relays.

Let N(p;) be a set of first neighbor peers of a peer p;. A set of the second
neighbor peers of a peer p; is denoted by N?(p;). N?(pi) = Up,ennN (pj) -
N(p:). Let R(p;) and L(p;) be collections of replay peers and leaf peers of a
peer p;, respectively. Here, N(p;) = R(p;) U L(p;) and R(p;) N L(p;) = ¢. The
following condition is required to hold:

hd N2(pi) = UijR(pi)N(pj)'
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A message sent by a peer p; can be delivered to every second neighbor peer of p;
where only the relay neighbor peers of p; forward the message to second neighbor
peers of p;. Itisnoted N(p;) N N(p;) might not be ¢ for some pair of relay peers
p; and p; of apeer. If N(p;) N N(p;) # ¢, there are multiple ways to deliver a
message to a message to a common peer in N(p;) N N(p;). Here, we define the
coverage of a peer p;:

o A peer p; isreferred to as covered by apeer p; iff p; € N(p;) or p, iscovered
by somerelay peer p, € R(p;).

A collection of peers covered by apeer p; isreferred to as subnetwork covered
by the peer p;. An agorithm M PR(p;, N(p;)) for selecting R(p;) [59] in N (p;)
is shown asfollows:
[MPR(p;, C(p:))] I* C(p;) is asubset of the first neighbor peers of a peer p;. A
collection R(p;) of relay peers are selected in C'(p;) and each relay peer p; in
R(p;) isassigned with aset C(p;). */

1. Start with an empty multipoint relay set R(p;);
R(p;)) =¢. S=N3(p;). F=C(p;).
2. While F' # ¢, do the following steps:
(a) select a neighbor peer p; in F' where N(p;) N N(px) = ¢ for every
other first neighbor peer p, in F'.
(b) if found, R(p;) = R(pi;) U {p;}, S=5-N(p;), F=F-{p,}.
(c) if not found, go to step 3.
3. If F' = ¢, terminate,
4. While S # ¢, do the following steps:
(@) for each peer p; in F', obtain a subset U(p,) of peers which p; covers
intheset S, U(p;) = N(p;) N S.
(b) select apeer p; where |U(p;)]| isthe maximum, R(p;) = R(p;) U {p;}.
5=8-U(p;), F'=F-{p;j}, C(p;) = U(p;)-
5. For each peer p; in F, C(p;) = ¢,i.e. p; isaledf.
6. For each relay peer p; in R(p;), M PR(p;,C(p;)).

Here, for each neighbor peer p,; in N (p;), C(p;) isobtained as a set of neighbor
peersof p;. If p; isaleaf peer, C(p;) = ¢. For each neighbor peer p; in C(p;), the
agorithm isrecursively applied to obtain aset R(p,) of relay peers of p;.

As shown in Figure 4.5, a directed acyclic graph (DAG) D(p;) if D(p;) is
obtained by applying the algorithm M P R to the peer p; inagroup G. Here, p; is
referred to asaroot peer in D(p;). Throughthe DAG D(p;) of p;, the peer p; can
deliver a message to every peer in the group G.
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4.2.2 Faults

Ina DAG obtained by the MPR agorithm, a parent node p; shows a relay peer
which forwards values to the child peers on receipt of the values. A collection
of the child peers of a peer p; is shown as C(p;). R(p;) indicates a set of relay
peers of a peer p; obtained by the MPR algorithm. U(p;) isaset of leaf peers of
pi- Here, C(p;) = R(p;) U U(p;) and R(p;) N U(p;) = ¢. Peers colored black and
white show relay and leaf peers, respectively, in Figure 4.6.

o~
O
O ~
0 ‘// \ © / \\* e
@) @)
O @) © : requesting peer
@ : relay peer
QO : leaf peer

Figure 4.6: Failure in multipoint relays.

A peer which ischosen asarelay peer playsacritical role for delivering mes-
sages to other peers. If arelay peer p; isfaulty, every peer covered by the faulty
peer p; cannot receive a message from p;. Let us consider a subnetwork S of a
peer p shown in Figure 4.6, which is circled by the line. A peer p is aroot of
the subnetwork .S which is also a DAG. Suppose the peer p isfaulty. Here, every
peer in the subnetwork S cannot receive messages which the peer p receives from
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the parent. Thus, if arelay peer p; is faulty, every peer p, in a sub-network of
the peer p, may not receive messages. If p; has only one parent p;, p; does not
receive any messages. Here, p; isisolated. If p; has more than one parent, p;
may receive message from another parent, which is not isolated. If every parent
of p; isfaulty or isolated, p; does not receive any messages. Thus, a peer p; is
referred to as isolated iff every parent peer of p; isfaulty or each parent of p; is
faulty or isolated. An isolated peer does not receive any message while a faulty
peer receives messages but does not send messages. In order to increase the ro-
bustness for broadcasting messages, we newly introduce the trustworthiness of a
neighbor peer. A trustworthy peer is a peer which can send only correct messages
to child peers if the peer is a relay type. The higher trustworthy a peer is, the
more higher probability the peer can forward message. A peer p; selects more
trustworthy neighbor peers as relay peers. Then, the peer p; sends a message to
the neighbor peers and only the trustworthy neighbor peers forward the message
to their neighbor peers. Suppose a second neighbor peer p;, in N?(p;) has multi-
plefirst neighbor peers py1, . . ., pr, in N(p;) which are parents of p,. Hence, the
most trustworthy neighbor peer p,;, is selected as arelay peer. Here, the peer py),
has the highest possibility to deliver a message from p; to p.

Let us consider Figure 4.7 (a) as an example. Here, let T; show the trustwor-
thinessvalue of apeer p;. InFigure 4.7, suppose T, > T, > T), for three peers g, r,
and p. Here, we select the most trustworthy peer g asarelay peer. Then, the peer
g forwards a message to every peer in the subnetwork S. Thisis an ideal case,
that is, the subnetwork .S which is originally covered by the peer p can be also
covered by the peer g. However, the peer ¢ might not be able to cover every peer
in the subnetwork S as shown in Figure 4.7 (b). Therefore, another peer has to be
selected to cover the peers which the peer g does not cover. In Figure 4.7 (b), the
peers c and d uncovered by the peer g are covered by the second most trustworthy
peer r. The overall ideaisthat every subnetwork is covered by a most trustworthy
relay peer. It depends on the overlay topology among peers how many number
of relay peers are required to cover all the peersin a subnetwork. In Figure 4.7
(b), one more relay peer is required to cover the same subnetwork S as Figure
4.6. If we use more number of trustworthy neighbor peers to transmit messages
to others, we can increase the overall fault-tolerance of the MPR mechanism.
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4.3 Trustworthiness-based broadcast (TBB) scheme

4.3.1 Trustworthinessof peer

In P2P systems, each peer has to obtain information of other peers and propagate
the information to other peers through neighbor peers. A neighbor peer p; of a
peer p; means an acquaintance with which p; can directly communicate. Thus, it
is significant for each peer to have some number of neighbor peers. Moreover, it
ismore significant to discussif each peer has trustworthy neighbor peers. Inreal-
ity, each peer might be faulty or might send obsolete, even incorrect information
to the other peers. If some peer p; is faulty, other peers which receive incorrect
information on the faulty peer p,; might reach awrong decision. Itiscritical to dis-
cuss how a peer can trust each of its neighbor peers[36]. In this paper, we newly
introduce a trustworthiness-based broadcast (TBB) algorithm by introducing the
trustworthiness concept to the MPR algorithm.

Suppose arequesting peer p, would like to select a neighbor peer p; asarelay
peer for broadcasting a message to the other peers. Let T;; show the trustworthi-
ness of a neighbor peer p; for a peer p,., which the peer p, holds. N(p,) showsa
collection of neighbor peers of the requesting peer p,.. The peer p,. calculates the
trustworthiness 7;.; of a neighbor peer p; by collecting information on the peer p;
from every neighbor peer p;. in N(p,.) which can communicate with both p; and
pry i€ pr € N(p,) N N(p;). Thereis some possibility that the peer p; isfaulty or
sends incorrect information. Hence, the peer p,. does not consider the information
from the target peer p; to calculate the trustworthiness 7. (p; ).

A peer p, sends a trustworthiness request to the peer p; and receives a reply
from p;. Thisinteraction is referred to as transaction. If p,. receives a successful
reply, the transaction is successful. Otherwise, it is unsuccessful. The peer pj
considers the neighbor peer p; to be more trustworthy if p, had more number of
successful transactionsfor p;. Let BT},; be the subjective trustworthiness [36] T%;
on the target peer p; which a peer p,, obtainsthrough communicating with the peer
p;. Let T'Ty,; show the total number of transactionswhich p,, issuesto p;. Let ST}
(< TTy;) bethe number of successful transactionswhich p,. issuesto p;. Here, the
subjective trustworthiness BT}, is calculated as follows:

STy
BT},; = T, (4.2)

If the peer p; is not a neighbor peer px, p; ¢ N(px), the peer p, cannot obtain

the subjective trustworthiness BT},;. In addition, if the peer p,, had not issued any
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transaction to the peer p; evenif p; € N(py), BT}; = L. Thus, according to com-
muni cation with each neighbor peer p,., each peer p, obtains the subject trustwor-
thiness BT},; for the neighbor peer p;. The subjective trustworthiness BT},; shows
how reliably a peer p; is recognized by a peer p,. Therefore, if a peer p, would
like to get the trustworthiness of a target peer p;, the peer p, asks each neighbor
peer p;. to send the subjective trustworthiness BT}; of the peer p,. Each neighbor
peer p;. keepsin record of the subject trustworthiness BT}, in thelog. Here, let S
be a collection of neighbor peers which send the subjective trustworthiness on p;
whichisnot L to the peer p,.. After collecting the subjective trustworthiness BT}
of the target peer p; from each neighbor peer p;., the requesting peer p, calculates
the trustworthiness 7,.; of the peer p; by the following formula:

Zpke{pkES‘BTkﬁéj_} BTy

Tri -
[{px € S|BTyi # L}

(4.2)

Let us consider Figure 4.8 as an example. Here, a requesting peer p,, would
like to know the trustworthiness 7;.; of a neighbor peer p;. The peer p, has five
neighbor peers, pi, pa, p3, p4, and p;. Here, N(p.) = {p1, p2, p3, pa, pi}- A col-
lection of neighbor peers of the peer p, which excludes the peer p; is indicated
by a collection S = N(p,) - {p;} = {p1, p2, ps, ps}. Here, the requesting peer
p- requests each neighbor peer p;. in the neighbor set S to send the subjective
trustworthiness BT},; of the peer p; (k =1, 2, 3, 4). After receiving the subjective
trustworthiness of the peer p; from all the four neighborsin S, the peer p, calcu-
lates the trustworthiness 7',; of the peer p; by using the formula (4.2), T, = (BT,
+ BTy, + BT3; + BTy;) 1 4.

4.3.2 Trustworthiness - based broadcast (TBB) algorithm

By using the trustworthiness of each neighbor peer, the original MPR algorithmis
modified to the trustworthiness-based broadcast (TBB) algorithm. In order to se-
lect relay peers of apeer p,., the following procedure T'B B(p,., N(cp,)) is applied
to a DAG whoseroot isp,:

TBB(p:, C(p:))

1. Start with an empty relay set R(p..), R(p,) = ¢. Let S be aset of trustworthy
neighbors of p,, i.e. {p; € C(p,) | T,; > a} where0 < a < 1. a givesa
threshold value on the trustworthiness. If T); > «, the peer p, recognizes
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the neighbor peer p; to be trustworthy. Otherwise, p; is considered to be
untrustworthy.
2. WhileT'F +# ¢, do the following steps:

(a) select atrustworthy neighbor peer p; in T'F such that N (p;) N N(p;)
= ¢ for every trustworthy peer p; inT'F' (p; # pi).

(b) itfound, F'=F - {p;}, TF =TF -{p;}, S=S5- N(p), R(p;) = R(pr)
U {p:}.

(c) if not found, go to step 3.

3. WhileTF +# ¢, do the following steps:

(@ U(p;) = N(p;) NS foreachp, inTF.

(b) select a trustworthy neighbor peer p; in TF such that |U(p;)| is the
maximum, i.e. the number of neighbor peers which are not covered is
the maximum.

() F=F-{p;},TF=TF-{p;},SS=5,5=5-N(p), R(p-) = R(p-)
U{pi}, C(pi) = N(pi) N SS.

4. While F # ¢, I* TF = ¢ */ do the following steps:

(@) select apeer p; in F suchthat [N (p;) N S| isthe minimum.

(b) F=F-{p},SS=5,5=8-N(p,), R(p;) = R(p,) U {p;}, Cp:) =
N(p;) N SS.

5. For each relay neighbor peer p; in R(p,.), TBB(p;, C(p;)).

For each neighbor peer p;, C(p;) givesacollection of neighbor peersto which
p; forwards amessage, C'(p;) € N(p;). If p; isnot arelay peer, C(p;) = ¢. C(p;)
= R(p;) UU(p;) and R(p;) N U(p;) = ¢. In step 4, each untrustworthy neighbor
peer p; isassigned with as small number of neighbors as possible. Evenif the peer
p; isfaulty, only asmaller number of peers are damaged.

Let MT(p,) be adirected acyclic graph (DAG) of a peer p, obtained by the
agorithm TBB(p,, N(p,)). Here, p, isaroot peer of the DAG MT(p,). Here,
aDAG MT(p,) isreferred to as fault-isolated iff every relay peer p; in R(p,)
is trustworthy and asubD AG MT(p;) is aso fault-isolated. In the fault-isolated
DAG, every untrustworthy peer is a leaf peer. Hence, even if an untrustworthy
peer p; isfaulty, no other peer isisolated.
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Figure 4.7: Trusted neighborsin multipoint relays.
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Figure 4.8: Trustworthiness of peer.
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Chapter 5

Evaluation

5.1 Assumptions

Compared with the original M PR agorithm and pure flooding algorithm, we
evaluate the proposed trustworthiness-based broadcast (TBB) algorithm in terms
of the number of messagestransmitted to broadcast a messagein anetwork. Inthis
evaluation, we consider an L * L grid structured overlay network for smplicity.
In thisevaluation, L showsthe length of the grid which means how many peerson
each point of the grid. The total number n of peersin the network is L * L. Since
both of the MPR algorithm and the TBB algorithm aim at reducing the number
of unnecessary messages, we measure the number of messages which are sent in
each algorithm. Aswe mentioned in the preceding section, peers are isolated due
to faults of relay peersin the MPR algorithm under a constraint that every peer
receives amessage sent by aroot peer. Hence, we evaluate the algorithmsin terms
of the number of messages transmitted in presence of faulty peers.

In this paper, a faulty peer is assumed to receive a message but is not able to
forward the message to other peers. An algorithm is referred to as sound iff a
message can be delivered to all the peers in the network. Since in the agreement
procedures the opinions of the participant peers are significant to the outcome of
the agreement procedure, the protocol which we consider should work in sound
way with fewer number of messages exchanged in the network.

In the evaluation, some number of peers are randomly selected to be faulty.
F shows the ratio of the faulty peers to the total number n (= L?) of peersin the
network. For example, “F = 0.05" means that five percentages of the peers are
faulty. 7; shows the trustworthiness of a peer p;, which is randomly assigned to
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each peer p;. T; is avalue randomly chosen in range of 0.1 to 1.0. The higher
T; is, the more trustworthy the peer p; is. First, the trustworthiness 7T; is given to
each peer p;. Then, each peer p; is decided whether p; is faulty or not based on
the faulty ratio £'. Depending on the trustworthiness value 7;; of each peer p;, we
select a peer which has the smallest 7; value to be faulty. If we found multiple
peers which have the same lowest T; value, we take a peer whose peer ID is the
biggest. That is, the lower trustworthiness T’; a peer p; has, the more frequently p;
isfaulty.

5.2 Scenarios

In the M P R algorithm, no trustworthiness concept is considered while aiming at
reducing the number of relay peers in the network. The basic procedure of the
M PR agorithm is shown as follows:

1. Initiate the procedure from initiator peer.

2. Obtain alist NP1 of first neighbors. First neighbor peers of the initiator
peer mean peers which have direct connections with the initiator peer.

3. After obtaining NV P1, calculate alist N P2 of the second neighbor peers of
theinitiator peer by obtaining the first neighbor peers of the peersin N P1.

4. Calculate the MPR peers which can cover the peersin N P2 asfollows:
(a8 Findapeerin NP1 which hasthe largest number of connections with

other peers.

(b) If multiple peers have the same number of connections, take a peer
whose peer ID isthe biggest.

() Mark peersin N P2 through which the selected peer can passthe mes-
sage, then put the selected peer into the MPR list.

5. After each MPR calculation, the network is checked, if all peers have re-
ceived the message. If so, then terminate the procedure.

6. If al peers are not covered yet, return to step 2 with the MPR list and apply
the same procedure to each MPR peer inthelist.
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8.
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By repeating this procedure, we can cover the N P2 set by using the peers
who have the largest number of connections as MPR nodes.

Finally, we can deliver the message to each peer in the network by passing
message only through MPR nodes.

We calculate the total number of messages sent to cover all peersin the
network.

IntheT" B B agorithm, we consider how to more reliably deliver messages to
other peersin presence of faulty peersin the network. The basic procedure of the
T BB agorithmis shown as follows:

1.
2.

o o & W

Assign the trustworthiness value T; to each peer p; in the network.

According to the faulty ratio F' and trustworthiness, select faulty peersin
the network. Since the trust value is considered, the peer p; which has the
higher trust value T; is not be easily fail.

Initiate the procedure from initiator peer.

Calculatesalist N P1 of first neighbor peers of theinitiator peer.

Obtain alist NV P2 of second neighbor peers according to the N P1 peers.
Calculate the MPR peers which can cover the NV P2 neighbors as follows:

(@) Find apeerin NP1 which has the highest trustworthiness value.

(b) If multiple peers have the same trustworthiness value, take a peer
whose peer ID isthe largest.

(c) Mark the peer in the N P2 set which the selected peer can pass the
message thorough, then put the selected peer into the MPR list.

After each MPR calculation, the network is checked, if all peers received
the message. If so, terminate the procedure.

Otherwise, return to step 4 with the MPR list previously calculated and
apply the same procedure to each MPR peer inthelist.

By repeating this procedure, we can cover the N P2 set by using peers who
have higher trustworthiness value as MPR nodes.
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10. After obtaining the MPR list for the initiator peer, we apply the same pro-
cedure to each MPR peer again.

11. Finaly, we can deliver the message to each peer in the network by passing
the message only through MPR peers.

12. We calculate the total number of messages sent to cover al peers in the
network.

5.3 Reaults

We evaluate the algorithms for different faulty ratios /' in the network. Figures
5.1 and 5.2 show the numbers of messages with total number n of peersfor F' =
0.05 and F' = 0.1, respectively. Here, in absence of faulty peersin the network,
i.e. F =0 andwith FF = 0.05, a message can be delivered to all the peers by
using fewer number of messages in the MPR algorithm than the TBB algorithm.
In the pure flooding scheme, the largest number of messages are transmitted to
deliver messages as shown in Figures 5.1 and 5.2. However, if ten percentages of
the peers are faulty in the network (F' = 0.1), a message cannot be delivered to
al the peersin the MPR agorithm, i.e. MPR is not sound. On the other hand,
the TBB algorithm is sound, i.e. a message can be delivered to all the peers with
fewer number of messages than the pure flooding as shown in Figure 5.2. Thus,
the TBB algorithm is more sound, i.e. more reliable and more efficient, i.e. fewer
number of messages are transmitted.

Figure 5.3 shows the average value of network coverage of each agorithms
to the faulty ratio F' of the network where number of peers n taken from 100 to
10000, how many peers in the network. In the MPR algorithm, messages cannot
be delivered to all the peersfor larger than about six percentages of the faulty peers
in the network (F' = 0.06). For ' = 0.1, about 40 percentage of the peer cannot
receive messages. On the other hand, in the TBB agorithm, messages cannot be
delivered to all the peersfor ' > 0.18. For F' = 0.27, more than 90 percentages of
the peers can receive messages. Figure 5.4 shows the average value of number of
messages for the faulty ratio F* where n taken from 100 to 10000. Asshownin the
Figure 5.4, the TBB algorithm can cover the same network with the less number
of messages than the pure flooding and MPR ones. In addition, in redlity, the
situation like about 20 percentage of the peers are faulty in a network is unlikely
happens.
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Chapter 6

Conclusions and Future Wor k

6.1 Conclusons

In chapter 1, we discussed background and objectives of this research and the
problemsexistsin the Peer-to-Peer (P2P) overlay networksand Distributed Agree-
ment Protocols. We also discussed related work and contribution of this disserta-
tion. It shows that variety of factors effect the agreement procedure in distributed
systems but most importantly the way to reliably and efficiently exchange infor-
mation among peers are the most critical one, in order to improve this issue and
improve over al performance of the agreement protocol we introduced trustwor-
thiness based broadcast (TBB) agorithm.

In chapter 2, We discussed how each peer trusts acquaintance peersin afully
distributed P2P overlay network. First, we defined the subjective trustworthiness
st;;(p) of a peer p; to an acquaintance p; for an access request p issued to an
acquaintance peer. If the acquaintance p; returns a more satisfiable reply to the
requesting peer p;; the subjective trustworthiness st;;(p) is increased. Next, the
objective trustworthiness ot,; is introduced to show how much the acquaintance
peer p; is trusted by trustworthy acquaintance peers of the peer p,. We defined
four levels of the functions OTy, OT;, OT3, and OT3 to calculate the objective
trustworthiness ot,; of a requesting peer p; to an acquaintance p,;. OT; stands
for the traditional reputation [26, 29] where messages are flooding in the network.
Thehigher thefunctionis, the more the obj ective trustworthiness ot ;; is dominated
by the trustworthiness opinion of the peer p; to the acquaintance peer p,. We
showed that faulty service information from acquaintances can be removed to
calculate the objective trustworthiness in the higher level OT functions through
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the evaluation. We discussed the confidence of each peer on its own opinion of
trustworthiness of another peer. A peer p; takes the subjective trustworthiness to
an acquaintance p; if p; isthe most confident. If the peer p; isthe least confident,
p; takes the lowest level of the objective trustworthiness. The confidence of a
peer depends on communication time, frequently, stableness, and number of peers
trusting the peer.

In chapter 3, we mainly discussed the topic of basic agreement protocol. We
introduced the basic procedure of an agreement protocol among multiple peers.
We discussed the problems to appear in the distributed agreement protocols and
showed our proposed algorithms to solve the problems. In human societies, each
person may change its opinion in the agreement procedure. By abstracting the
human behaviorsin social agreement procedure, we discussed the flexible agree-
ment protocol in a society of peers. First, values in a domain D; are partially
ordered in existentially (E-) and preferentialy (P-) precedent relations —# and
—T in each peer p;. Each peer just autonomously takes a value by using the E-
and P-precedent relations at each round. The peers may not make an agreement
since avalue from a peer might cross a value from another peer even if the values
satisfy the agreement condition. In order to flexibly make an agreement, we need
coordination mechanisms of multiple peers. We proposed four types of coordina-
tion strategies, forward, backward, mining, and observation strategies. If values
taken by the peers do not satisfy the agreement condition, each peer takes a new
valuein the forward strategy. After some rounds, some collection of valueswhich
the peers have so far taken may satisfy the agreement condition. We defined a
satisfiable cut which is a tuple of previous values satisfying the agreement con-
dition which is taken by peers. There may be some values which a peer cannot
withdraw. We defined uncompensatable values which a peer cannot withdraw af-
ter showing to other peers. We defined a recoverable cut of the previous values
not only which is satisfiable but also to which every peer can back. If thereisa
recoverable cut where each peer can back to the previous round, every peer can
make an agreement by backing to a previous round. Every peer first proposes a
coordination strategy to the other peers. If proposed strategies are consistent, each
peer applies its strategy. Strategies proposed by peers might be inconsistent, i.e.
each peer cannot apply its proposed strategy. We defined the consistent, inconsis-
tent, and conditionally consistent relations among the strategies. We discuss how
to resolve the inconsi stency among the strategies.

In chapter 4, we discussed the Distributed Agreement Protocols. A pair of
novel agorithms, Multi-Value Exchange (MVE) and Trustworthiness-Based Broad-
cast (TBB) algorithms, respectively. By taking usage of the MVE and TBB algo-
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rithms, we improved the efficiency of the most significant part of the agreement
procedure, the value exchange phase. In the TBB agorithm, an efficient and reli-
ableway to broadcast messagesto all the peersin agroup to make an agreement is
discussed. We introduced the novel trustworthiness concept of neighbor peers and
discussed the trustworthiness-based broadcast (TBB) algorithm to broadcast mes-
sages. Here, only more trustworthy peers forward messages and |ess trustworthy
peers do not forward messages. By making trustworthy peers forward messages
to other peers, we can remove effect of faulty peers to deliver message to all the
peers.

In chapter 5, we evaluated the proposed TBB a gorithms. In order to show the
reliability and efficiency of the algorithm we compared the proposed TBB ago-
rithm with the multipoint relay (MPR) algorithm and pure flooding. The evalua-
tion result shows that, with more than five percentage faulty peersin the network,
the MPR agorithm is not able to deliver the message to al peersin the network,
i.e. not sound. On the other hand, the TBB algorithm can still deliver the mes-
sage to the all peers in the network. Furthermore, about 22 percentages fewer
number of messages are transmitted to deliver a message to all the peers than the
traditional pure message flooding.

The concepts, algorithms, implementation, and evaluation of the agreement
protocol discussed in this dissertation can be not only theoretical but also practical
foundation to design and devel op various of applicationson P2P overlay networks.

6.2 Futurework

In this dissertation, we evaluated the proposed Trust-based Broadcast (TBB) al-
gorithm in the simulation which was discussed. To gather more real world data
further more evaluation is suggested, like in the NS3 [41], Neko [39, 40] network
simulators. Therefore, implementation of our TBB algorithm for large-scale P2P
environment is the issue for our future work.
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